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#### Abstract

The log canonical threshold of Vandermonde matrix type singularities over the real field serves to measure the learning efficiencies in hierarchical learning models. Imposing certain orthogonality conditions for such singularities, explicit computational results for the log canonical thresholds are given. Applying such results to a three layered neural network, we clarify its generalization error and stochastic complexity in learning theory.
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## 1 Introduction

Recently, the term "algebraic statistics" arises from the study of probabilistic models and techniques for statistical inference using methods from algebra and geometry [24]. Our study is to consider the generalization error and
stochastic complexity in learning theory by using the log canonical threshold in algebraic geometry.

The $\log$ canonical threshold $c_{Z}(Y, f)$ is analytically defined by

$$
c_{Z}(Y, f)=\sup \left\{c:|f|^{-c} \text { is locally } L^{2} \text { near } Z\right\}
$$

over $\mathbb{C}$ and

$$
c_{Z}(Y, f)=\sup \left\{c:|f|^{-c} \text { is locally } L^{1} \text { near } Z\right\}
$$

over $\mathbb{R}$ for a nonzero regular function $f$ on a smooth variety $Y$, where $Z \subset Y$ is a closed subscheme [17], [20]. It is known that $c_{0}\left(\mathbb{C}^{d}, f\right)$ is the largest root of the Bernstein-Sato polynomial $b(s) \in \mathbb{C}[s]$ of $f$, where $b(s) f^{s}=P f^{s+1}$ for a linear differential operator $P$ [9], [10], [16]. The $\log$ canonical threshold $c_{Z}(Y, f)$ also corresponds to the largest pole of $\int$ near ${ }_{Z}|f|^{2 z} \psi(w) d w$ over $\mathbb{C}$, $\left(\int_{\text {near }{ }_{Z}}|f|^{z} \psi(w) d w\right.$ over $\mathbb{R}$ ), where $\psi(w)$ is a $C^{\infty}$ - function with a compact support and $\psi(w) \neq 0$ on $Z$.

In this paper, we consider the log canonical threshold of Vandermonde matrix type singularities over the real field (Definition 3). We have recently proved that such thresholds serve to measure the learning efficiencies in hierarchical learning models, i.e., they correspond to the main term of the generalization error for hierarchical learning models.

Hierarchical learning models such as the layered neural network, the reduced rank regression, the normal mixture model and the Boltzmann machine are known as effective learning models to analyze complicated data influenced by many factors. The theoretical study of hierarchical learning models has been rapidly developed in recent years, after these models were recognized not to be analyzed using the classic theories of regular statistical models, since they have singular Fisher metrics [14], [25], [13], [11]. These models are called non-regular statistical models. Watanabe proved that the largest pole of a zeta function for the hierarchical learning model gives the main term of the generalization error of the model asymptotically [26],[27]. Clarifying the generalization errors is one of the important topics in learning theory. We have shown that the $\log$ canonical threshold of Vandermonde matrix type singularities include the main terms of the generalization error for three layered neural networks, normal mixture models and mixtures of binomial distributions [4], [6], [29], [31].

The Vandermonde matrix type singularities are degenerate with respect to their Newton polyhedrons [12], their singularities are not isolated and they are not simple polynomials, i.e., they have parameters.

In general, singularities appeared in learning theory have such properties, and therefore, obtaining the largest pole of zeta functions for learning theory is a still difficult problem. Moreover, our study is over the real field not the complex field. In algebraic geometry and algebraic analysis, these studies are usually done over an algebraically closed field [17], [20]. We have many differences between the real field and the complex field, for example, log canonical thresholds over the complex field are less than 1, while those over the real field are not necessarily less than 1 . We cannot therefore apply results over an algebraically closed field to our cases, directly.

In this paper, we first show certain orthogonality conditions for Vandermonde matrix type singularities (Theorem 1). It means that the learning model learns a true distribution independently on each element. (Section 3). Theorem 2 gives explicit computational results for the $\log$ canonical thresholds under some conditions. Applying such results, we consider the generalization error and the stochastic complexity of the three layered neural network (Theorem 4).

In [7], we obtained learning efficiencies for the reduced rank regression which is the three layered neural network with linear hidden units. Rusakov and Geiger [22] obtained them for Naive Bayesian networks. In the recent paper [8], we have also obtained them in the case of the normal mixture models with dimension one.

This paper consists of three sections and Appendixes. In Section 2, we show our main results of Vandermonde matrix type singularities. In Section 3, we summarize the framework of Bayesian learning models and our result for a three layered neural network.

## 2 Vandermonde matrix type singularities

In this paper, we denote constants by $a^{*}, b^{*}$, etc.
Define the norm of a matrix $C=\left(c_{i j}\right)$ by $\|C\|=\sqrt{\sum_{i, j}\left|c_{i j}\right|^{2}}$. Denote by $\langle C\rangle$ the ideal generated by $\left\{c_{i j}\right\}$. Set $\mathbb{N}_{+0}=\mathbb{N} \cup\{0\}$, where $\mathbb{N}$ is the set of all natural numbers.

Definition 1 Denote $c_{Z}(f)=c_{Z}\left(\mathbb{R}^{d}, f\right)=\sup \left\{c:|f|^{-c}\right.$ is locally $L^{1}$ near $\left.Z\right\}$ over $\mathbb{R}$ and by $\theta_{Z}(f)$ its order i.e., the order of the largest pole of $\int{ }_{n e a r ~}^{Z}|f|^{z} \mathrm{~d} x$, for a nonzero regular function $f$ on $\mathbb{R}^{d}$, where $Z \subset \mathbb{R}^{d}$ is a closed subscheme.

Definition 2 Fix $Q \in \mathbb{N}$. Define $\left[b_{1}^{*}, b_{2}^{*}, \cdots, b_{N}^{*}\right]_{Q}=\gamma_{i}\left(0, \cdots, 0, b_{i}^{*}, \cdots, b_{N}^{*}\right)$ if $b_{1}^{*}=\cdots=b_{i-1}^{*}=0, b_{i}^{*} \neq 0$, and $\gamma_{i}= \begin{cases}1 & \text { if } Q \text { is odd, } \\ \left|b_{i}^{*}\right| / b_{i}^{*} & \text { if } Q \text { is even } .\end{cases}$

Definition 3 Fix $Q \in \mathbb{N}$ and $m \in \mathbb{N}_{+0}$.
Let $A=\left(\begin{array}{cccccc}a_{11} & \cdots & a_{1 H} & a_{1, H+1}^{*} & \ldots & a_{1, H+r}^{*} \\ a_{21} & \cdots & a_{2 H} & a_{2, H+1}^{*} & \ldots & a_{2, H+r}^{*} \\ & \vdots & & & \vdots & \\ a_{M 1} & \cdots & a_{M H} & a_{M, H+1}^{*} & \ldots & a_{M, H+r}^{*}\end{array}\right), I=\left(\ell_{1}, \ldots, \ell_{N}\right) \in$ $\mathbb{N}_{+0}{ }^{N}$,

$$
B_{I}=\left(\prod_{j=1}^{N} b_{1 j}^{\ell_{j}}, \prod_{j=1}^{N} b_{2 j}^{\ell_{j}}, \cdots, \prod_{j=1}^{N} b_{H j}^{\ell_{j}}, \prod_{j=1}^{N} b_{H+1, j}^{*}, \ell_{j}, \cdots, \prod_{j=1}^{N} b_{H+r, j}^{*}{ }^{\ell_{j}}\right)^{t}
$$

and $B=\left(B_{I}\right)_{\ell_{1}+\cdots+\ell_{N}=Q n+m, 0 \leq n \leq H+r-1}$ ( $t$ denotes the transpose).
We call singularities of $\|A \bar{B}\|^{2}=0$ Vandermonde matrix type singularities.

To simplify, we usually assume that

$$
\left(a_{1, H+j}^{*}, a_{2, H+j}^{*}, \cdots, a_{M, H+j}^{*}\right)^{t} \neq 0,\left(b_{H+j, 1}^{*}, b_{H+j, 2}^{*}, \cdots, b_{H+j, N}^{*}\right) \neq 0
$$

for $1 \leq j \leq r$ and

$$
\left[b_{H+j, 1}^{*}, b_{H+j, 2}^{*}, \cdots, b_{H+j, N}^{*}\right]_{Q} \neq\left[b_{H+j^{\prime}, 1}^{*}, b_{H+j^{\prime}, 2}^{*}, \cdots, b_{H+j^{\prime}, N}^{*}\right]_{Q}
$$

for $j \neq j^{\prime}$.
From now on, we set $A$ and $B$ as in Definition 3.
Remark 1 By the ascending chain condition, we have $\langle A B\rangle=\left\langle A B^{\prime}\right\rangle$ where $B^{\prime}=\left(B_{I}\right)_{\ell_{1}+\cdots+\ell_{N}=Q n+m, 0 \leq n \leq H^{\prime}}$ and $H^{\prime} \geq H+r-1$.
Example 1 If $N=1, m=0$, and $r=0$, we have $A=\left(\begin{array}{ccc}a_{11} & \cdots & a_{1 H} \\ a_{21} & \cdots & a_{2 H} \\ & \vdots & \\ a_{M 1} & \cdots & a_{M H}\end{array}\right)$
and

$$
B=\left(\begin{array}{ccccc}
1 & b_{11}^{Q} & b_{11}^{2 Q} & \cdots & b_{11}^{Q(H-1)} \\
1 & b_{21}^{Q} & b_{21}^{2 Q} & \cdots & b_{21}^{Q(H-1)} \\
& & & \vdots & \\
1 & b_{H 1}^{Q} & b_{H 1}^{2 Q} & \cdots & b_{H 1}^{Q(H-1)}
\end{array}\right) .
$$

(The matrix $B$ with $Q=1$ as above is usually called a Vandermonde matrix.)

Example 2 If $N=3, m=Q=1$ and $r=H=1$, we have $A=$ $\left(\begin{array}{cc}a_{11} & a_{12}^{*} \\ a_{21} & a_{22}^{*} \\ \vdots & \vdots \\ a_{M 1} & a_{M, 2}^{*}\end{array}\right)$ and $B=\left(\begin{array}{ccccccccc}b_{11} & b_{11}^{2} & b_{12} & b_{12}^{2} & b_{13} & b_{13}^{2} & b_{11} b_{12} & b_{11} b_{13} & b_{12} b_{13} \\ b_{21}^{*} & b_{21}^{*}{ }^{2} & b_{22} & b_{22}^{*}{ }^{2} & b_{23} & b_{23}^{*} & b_{21}^{*} b_{22}^{*} & b_{21}^{*} b_{23}^{*} & b_{22}^{*} b_{23}^{*}\end{array}\right)$.

Theorem 1 Consider a sufficiently small neighborhood $U_{w^{*}}$ of

$$
w^{*}=\left\{a_{k i}^{*}, b_{i j}^{*}\right\}_{1 \leq k \leq M, 1 \leq i \leq H, 1 \leq j \leq N}
$$

and $w=\left\{a_{k i}, b_{i j}\right\}_{1 \leq k \leq M, 1 \leq i \leq H, 1 \leq j \leq N} \in U_{w^{*}}$.
$\operatorname{Set}\left(b_{01}^{* *}, b_{02}^{* *}, \cdots, b_{0 N}^{* *}\right)=(0, \ldots, 0)$.
Let each $\left(b_{11}^{* *}, b_{12}^{* *}, \cdots, b_{1 N}^{* *}\right), \ldots,\left(b_{r^{\prime} 1}^{* *}, b_{r^{\prime} 2}^{* *}, \cdots, b_{r^{\prime} N}^{* *}\right)$ be a different real vector in

$$
\left[b_{i 1}^{*}, b_{i 2}^{*}, \cdots, b_{i N}^{*}\right]_{Q} \neq 0, \text { for } i=1, \ldots, H+r:
$$

$\left\{\left(b_{11}^{* *}, \cdots, b_{1 N}^{* *}\right), \ldots,\left(b_{r^{\prime} 1}^{* *}, \cdots, b_{r^{\prime} N}^{* *}\right) ;\left[b_{i 1}^{*}, \cdots, b_{i N}^{*}\right]_{Q} \neq 0, i=1, \ldots, H+r\right\}$.
Then $r^{\prime} \geq r$ and $\operatorname{set}\left(b_{i 1}^{* *}, \cdots, b_{i N}^{* *}\right)=\left[b_{H+i, 1}^{*}, \cdots, b_{H+i, N}^{*}\right]_{Q}$, for $1 \leq i \leq r$.
Assume that

$$
\text { and } H_{0}+\cdots+H_{r^{\prime}}=H
$$

$$
\begin{aligned}
& \left.\begin{array}{c}
{\left[b_{11}^{*}, \cdots, b_{1 N}^{*}\right]_{Q}} \\
\vdots \\
{\left[b_{H_{0} 1}^{*}, \cdots, b_{H_{0} N}^{*}\right]_{Q}}
\end{array}\right\} \\
& {\left[b_{H_{0}+1,1}^{*}, \cdots, b_{H_{0}+1, N}^{*}\right]} \\
& \left.\left[b_{H_{0}+H_{1}, 1}^{*}, \cdots, b_{H_{0}+H_{1}, N}^{*}\right]_{Q}\right\} \\
& \left.\begin{array}{c}
{\left[b_{H_{0}+H_{1}+1,1}^{*} \cdots, \cdots, b_{H_{0}+H_{1}+1, N}^{*}\right] Q} \\
\vdots
\end{array}\right\} \quad=\left(b_{21}^{* *}, \cdots, b_{2 N}^{* *}\right), \\
& \left.\left[b_{H_{0}+H_{1}+H_{2}, 1}^{*}, \cdots, b_{H_{0}+H_{1}+H_{2}, N}^{*}\right]_{Q}\right\} \\
& \left.\begin{array}{c}
{\left[b_{H_{0}+\cdots+H_{r^{\prime}-1}+1,1}^{*}, \cdots, b_{H_{0}+\cdots+H_{r^{\prime}-1}+1, N}^{*}\right] Q} \\
\vdots \\
{\left[b_{H_{0}+\cdots+H_{r^{\prime}-1}+H_{r^{\prime}, 1},}^{*}, \cdots, b_{\left.H_{0}+\cdots+H_{r^{\prime}-1}^{*}+H_{r^{\prime}, N}\right]}^{*}\right]_{Q}}
\end{array}\right\}=\left(b_{r^{\prime} 1}^{* *}, \cdots, b_{r^{\prime} N}^{* *}\right) .
\end{aligned}
$$

Then we have
$c_{w^{*}}\left(\|A B\|^{2}\right)=\sum_{\alpha=0}^{r^{\prime}} c_{w^{(\alpha)}}\left(\left\|A^{(\alpha)} B^{(\alpha)}\right\|^{2}\right), \theta_{w^{*}}\left(\|A B\|^{2}\right)=\left(\sum_{\alpha=0}^{r^{\prime}} \theta_{w^{(\alpha)^{*}}}\left(\left\|A^{(\alpha)} B^{(\alpha)}\right\|^{2}\right)-1\right)+1$,
where $w^{(\alpha)^{*}}=\left\{a_{k i}^{(\alpha)^{*}}, b_{i j}^{(\alpha)^{*}}\right\}=\left\{a_{\left.k, H_{0}+\cdots+H_{\alpha-1+i}, b_{\alpha j}^{* *}\right\}_{1 \leq k \leq M, 1 \leq i \leq H_{\alpha}, 1 \leq j \leq N}, ~}^{\text {, }}\right.$

$$
I=\left(\ell_{1}, \ldots, \ell_{N}\right) \in \mathbb{N}_{+0}^{N}
$$

$$
A^{(\alpha)}=\left(\begin{array}{cccc}
a_{11}^{(\alpha)} & a_{12}^{(\alpha)} & \cdots & a_{1 H_{\alpha}}^{(\alpha)} \\
a_{21}^{(\alpha)} & a_{22}^{(\alpha)} & \cdots & a_{2 H_{\alpha}}^{(\alpha)} \\
& & \vdots & \\
a_{M 1}^{(\alpha)} & a_{M 2}^{(\alpha)} & \cdots & a_{M H_{\alpha}}^{(\alpha)}
\end{array}\right), B_{I}^{(\alpha)}=\left(\begin{array}{c}
\prod_{j=1}^{N} b_{1 j}^{(\alpha)} \ell_{j} \\
\prod_{j=1}^{N} b_{2 j}^{(\alpha)} \ell_{j} \\
\vdots \\
\prod_{j=1}^{N} b_{H_{\alpha} j}^{(\alpha) \ell_{j}}
\end{array}\right)
$$

$$
\text { for } \alpha=0, r+1 \leq \alpha \leq r^{\prime}
$$

$$
A^{(\alpha)}=\left(\begin{array}{ccccc}
a_{11}^{(\alpha)} & a_{12}^{(\alpha)} & \cdots & a_{1 H_{\alpha}}^{(\alpha)} & a_{1, H+\alpha}^{*} \\
a_{21}^{(\alpha)} & a_{22}^{(\alpha)} & \cdots & a_{2 H_{\alpha}}^{(\alpha)} & a_{2, H+\alpha}^{*} \\
& & \vdots & & \\
a_{M 1}^{(\alpha)} & a_{M 2}^{(\alpha)} & \cdots & a_{M H_{\alpha}}^{(\alpha)} & a_{M, H+\alpha}^{*}
\end{array}\right), B_{I}^{(\alpha)}=\left(\begin{array}{c}
\prod_{j=1}^{N} b_{1 j}^{(\alpha)} \ell_{j} \\
\prod_{j=1}^{N} b_{2 j}^{(\alpha) \ell_{j}} \\
\vdots \\
\prod_{j=1}^{N} b_{H \alpha j}^{(\alpha)} \\
\prod_{j=1}^{N} b_{\alpha j}^{* * \ell_{j}}
\end{array}\right)
$$

for $1 \leq \alpha \leq r$,
$B^{(0)}=\left(B_{I}^{(0)}\right)_{\ell_{1}+\ldots+\ell_{N}=Q n+m, 0 \leq n \leq H_{0}-1}$ and $B^{(\alpha)}=\left(B_{I}^{(\alpha)}\right)_{\ell_{1}+\ldots+\ell_{N}=n, 0 \leq n \leq H_{\alpha}-1}$ for $1 \leq \alpha \leq r^{\prime}$.
(Proof)

$$
\begin{aligned}
& \text { Set } \begin{aligned}
&\left(a_{11}^{(0)}, \ldots, a_{i H_{0}}^{(0)}\right)=\left(a_{i 1}, \ldots, a_{i H_{0}}\right), \\
&\left(a_{i 1}^{(1)}, \ldots, a_{i H_{1}}^{(1)}\right)=\left(a_{i, H_{0}+1}, \ldots, a_{i, H_{0}+H_{1}}\right), \\
& \vdots \\
&\left(a_{i 1}^{\left(r^{\prime}\right)}, \ldots, a_{i H_{r^{\prime}}}^{\left(r^{\prime}\right)}\right)=\left(a_{i, H_{0}+\cdots+H_{r^{\prime}-1}+1}, \ldots, a_{\left.i, H_{0}+\cdots+H_{r^{\prime}}\right),}\right.
\end{aligned} \quad \text { for } 1 \leq i \leq M,
\end{aligned}
$$

and

$$
\left\{\begin{aligned}
&\left(b_{1 j}^{(0)}, \ldots, b_{H_{0} j}^{(0)}\right)=\left(b_{1 j}, \ldots, b_{H_{0} j}\right), \\
&\left(b_{1 j}^{(1)}, \ldots, b_{H_{1 j}}^{(1)}\right)=\left(b_{H_{0}+1, j}, \ldots, b_{H_{0}+H_{1}, j}\right), \\
& \quad \vdots \\
&\left(b_{1 j}^{\left(r^{\prime}\right)}, \ldots, b_{H_{r^{\prime}} j}^{\left(r^{\prime}\right)}\right)=\left(b_{H_{0}+\cdots+H_{r^{\prime}-1}+1, j}, \ldots, b_{H_{0}+\cdots+H_{r^{\prime}}, j}\right), \text { for } 1 \leq j \leq N .
\end{aligned}\right.
$$

For $\gamma_{i}\left(b_{i 1}^{(\alpha)}, \cdots, b_{i N}^{(\alpha)}\right)=\left[b_{i 1}^{(\alpha)}, \cdots, b_{i N}^{(\alpha)}\right]_{Q}$, we again set $a_{k i}^{(\alpha)}$ by $a_{k i}^{(\alpha)} /\left(\gamma_{i}\right)^{m}$ and $b_{i j}^{(\alpha)}$ by $b_{i j}^{(\alpha)} \gamma_{i}, 1 \leq j \leq N$ and $1 \leq k \leq M$.

Main parts of its proof are appeared in Appendix. By applying Corollary 1 and Lemma 5 in Appendix, we have this theorem.
Q.E.D.

Usually, $r$ corresponds to the number of elements of a true distribution. This theorem shows that the Bayesian learning coefficient related with such singularities is the sum of each for the small model with respect to each element of a true distribution (cf. Section 3).

Theorem 2 We use the same notations as in Theorem 1. If $N=1$, we have

$$
\begin{aligned}
c_{w^{*}}\left(\|A B\|^{2}\right) & =\frac{M Q k_{0}\left(k_{0}+1\right)+2 H_{0}}{4\left(m+k_{0} Q\right)} \\
& +\frac{M r^{\prime}}{2}+\sum_{\alpha=1}^{r} \frac{M k_{\alpha}\left(k_{\alpha}+1\right)+2 H_{\alpha}}{4\left(1+k_{\alpha}\right)}+\sum_{\alpha=r+1}^{r^{\prime}} \frac{M k_{\alpha}^{\prime}\left(k_{\alpha}^{\prime}+1\right)+2\left(H_{\alpha}-1\right)}{4\left(1+k_{\alpha}^{\prime}\right)}, \\
\theta_{w^{*}}\left(\|A B\|^{2}\right) & =1+\# \Theta,
\end{aligned}
$$

where

$$
\begin{gathered}
k_{0}=\max \left\{i \in \mathbb{Z} ; 2 H_{0} \geq M(i(i-1) Q+2 m i)\right\} \\
k_{\alpha}=\max \left\{i \in \mathbb{Z} ; 2 H_{\alpha} \geq M\left(i^{2}+i\right)\right\}, \text { for } 1 \leq \alpha \leq r \\
k_{\alpha}^{\prime}=\max \left\{i \in \mathbb{Z} ; 2\left(H_{\alpha}-1\right) \geq M\left(i^{2}+i\right)\right\}, \text { for } r+1 \leq \alpha \leq r^{\prime}
\end{gathered}
$$

and

$$
\begin{aligned}
\Theta=\left\{k_{0}, k_{\alpha}, k_{\alpha}^{\prime} ;\right. & 2 H_{0}=M\left(k_{0}\left(k_{0}-1\right) Q+2 m k_{0}\right) \\
& 2 H_{\alpha}=M\left(k_{\alpha}^{2}+k_{\alpha}\right), \text { for } 1 \leq \alpha \leq r \\
& \left.2\left(H_{\alpha}-1\right)=M\left({k^{\prime}}_{\alpha}^{2}+k_{\alpha}^{\prime}\right), \text { for } r+1 \leq \alpha \leq r^{\prime}\right\}
\end{aligned}
$$

For the proof of Theorem 2, we use Theorem 1 and a similar method in [6], [4], where we used recursive blowing ups and toric resolution. The proof is very complicated since we see all blanches of recursive blowing ups at every singularity which is not isolated.

Recently, we also have the explicit values $c_{w^{*}}\left(\|A B\|^{2}\right)$ for general natural numbers $N$ and $M$ but for $H \leq 2$ [5].

Our future purpose is to obtain the log canonical thresholds of Vandermonde matrix type singularities in general.

## 3 Learning theorem

In this section, we overview learning theory, especially the stochastic complexity and the generalization error in Bayesian estimation.

A learning system consists of data, a learning model and a learning algorithm. The purpose of such a system is to estimate an unknown true density function from data distributed by the true density function. The data in learning theory are usually very complicated and not generated by a simple normal distribution. For example, such data are associated with image or speech recognition, artificial intelligence, the control of a robot, genetic analysis, data mining, time series prediction. Learning models to analyze such data should likewise have complicated structures. Hierarchical learning models such as the layered neural network model, the Boltzmann machine, the reduced rank regression model and the normal mixture model are known as effective learning models. These models are called non-regular statistical models and cannot be analyzed using the classic theories of regular statistical models [14], [25], [13], [11]. The theoretical study has therefore been started to construct a mathematical foundation for non-regular statistical models.

The generalization error of a learning model is a difference between a true density function and a predictive density function obtained using distributed training samples. It is one of the most important topics in learning theory. The largest pole of a zeta function for a learning model, which is called a learning coefficient, gives the main term of the generalization error.

Let $q(x)$ be a true probability density function and $(x)^{n}:=\left\{x_{i}\right\}_{i=1}^{n}$ be $n$ training independent and identical samples from $q(x)$. Consider a learning model which is written by a probability form $p(x \mid w)$, where $w$ is a parameter. The purpose of the learning system is to estimate $q(x)$ from $(x)^{n}$ by using $p(x \mid w)$.

Let $p\left(w \mid(x)^{n}\right)$ be the a posteriori probability density function:

$$
p\left(w \mid(x)^{n}\right)=\frac{1}{Z_{n}} \psi(w) \prod_{i=1}^{n} p\left(x_{i} \mid w\right),
$$

where $\psi(w)$ is an a priori probability density function on the parameter set $W$ and

$$
Z_{n}=\int_{W} \psi(w) \prod_{i=1}^{n} p\left(x_{i} \mid w\right) \mathrm{d} w
$$

So the average inference $p\left(x \mid(x)^{n}\right)$ of the Bayesian density function is given by

$$
p\left(x \mid(x)^{n}\right)=\int p(x \mid w) p\left(w \mid(x)^{n}\right) \mathrm{d} w,
$$

which is the predictive density function.
Set

$$
K(q \| p)=\int q(x) \log \frac{q(x)}{p\left(x \mid(x)^{n}\right)} \mathrm{d} x .
$$

This is always a positive value and satisfies $K(q \| p)=0$ if and only if $q(x)=$ $p\left(x \mid(x)^{n}\right)$.

The generalization error $G(n)$ is its expectation value $E_{n}$ over $n$ training samples:

$$
G(n)=E_{n}\left\{\int q(x) \log \frac{q(x)}{p\left(x \mid(x)^{n}\right)} \mathrm{d} x\right\} .
$$

Let

$$
K_{n}(w)=\frac{1}{n} \sum_{i=1}^{n} \log \frac{q(x)}{p\left(x_{i} \mid w\right)} .
$$

The average stochastic complexity or the free energy is defined by

$$
F(n)=-E_{n}\left\{\log \int \exp \left(-n K_{n}(w)\right) \psi(w) \mathrm{d} w\right\} .
$$

Then we have $G(n)=F(n+1)-F(n)$ for an arbitrary natural number $n$ ([18], [2], [3]). $F(n)$ is known as the Bayesian criterion in Bayesian model selection [23], stochastic complexity in universal coding [21], [30], Akaike's Bayesian criterion in optimization of hyperparameters [1] and evidence in neural network learning [19]. Therefore, $F(n)$ is an important function for analyzing the generalization error.

It has recently been proved that the largest pole of a zeta function gives the generalization error of hierarchical learning models asymptotically [26],[27]. We assume that the true density distribution $q(x)$ is included in the learning model, i.e., $q(x)=p\left(x \mid w_{t}^{*}\right)$ for $w_{t}^{*} \in W$, where $W$ is the parameter space.

Theorem 3 (Watanabe[26, 27]) Define the zeta function $J(z)$ of a complex variable $z$ for the learning model by

$$
J(z)=\int K(w)^{z} \psi(w) \mathrm{d} w
$$

where $K(w)$ is the Kullback function:

$$
K(w)=\int p\left(x \mid w_{t}^{*}\right) \log \frac{p\left(x \mid w_{t}^{*}\right)}{p(x \mid w)} \mathrm{d} x .
$$

Then, for the largest pole $-\lambda$ of $J(z)$ and its order $\theta$, we have

$$
\begin{equation*}
F(n)=\lambda \log n-(\theta-1) \log \log n+O(1) \tag{1}
\end{equation*}
$$

where $O(1)$ is a bounded function of $n$, and if $G(n)$ has an asymptotic expansion,

$$
\begin{equation*}
G(n) \cong \frac{\lambda}{n}-\frac{\theta-1}{n \log n} \text { as } n \rightarrow \infty \tag{2}
\end{equation*}
$$

To prove the above theorem, Watanabe used the function

$$
v(t)=\int \delta(t-K(w)) \varphi(w) \mathrm{d} w=\frac{\partial}{\partial t} \int_{K(w)<t} \varphi(w) \mathrm{d} w
$$

which satisfies $\int v(t) f(t) d t=\int f(K(w)) \psi(w) d w$ for any analytic function $f(t)$. The Laplace transform of $v(t)$ is

$$
Z(n)=\int \exp (-n K(w)) \varphi(w) d w
$$

and the Mellin transform of $v(t)$ is

$$
\zeta(z)=\int K(w)^{z} \varphi(w) d w=\int t^{z} v(t) d t
$$

The key point of the proof is that by using poles of $\zeta(z)$ and the inverse Mellin transform of $\zeta(z)$, he obtained the asymptotic expansion of $v(t)$, and then the asymptotic expansion of $Z(n)$. The analysis of the difference between $-\log Z(n)$ and $F(n)$ completes the proof.

In learning theory, $\lambda$ is, therefore, an essential value, which corresponds to the $\log$ canonical threshold of $K(w)$.

We here show the following two hierarchical learning models such that the log canonical thresholds of Vandermonde matrix type singularities are equal to their $\lambda$.
(a) The three layered neural network with $N$ input units, $H$ hidden units and $M$ output units which is trained for estimating the true distribution with $r$ hidden units:

Denote an input value by $x^{(1)}=\left(x_{j}^{(1)}\right) \in \mathbb{R}^{N}$ with a probability density function $q(x)$ which has a compact support $\tilde{W}$. Then an output value $x^{(2)}=$
$\left(x_{k}^{(2)}\right) \in \mathbb{R}^{M}$ of the three layered neural network is given by $x_{k}^{(2)}=f_{k}\left(x^{(1)}, w\right)+$ (noise), where $w=\left\{a_{k i}, b_{i j} ; 1 \leq k \leq M, 1 \leq i \leq H, 1 \leq j \leq N\right\}$ and

$$
f_{k}\left(x^{(1)}, w\right)=\sum_{i=1}^{H} a_{k i} \tanh \left(\sum_{j=1}^{N} b_{i j} x_{j}^{(1)}\right) .
$$

Consider a statistical model

$$
p\left(x^{(2)} \mid x^{(1)}, w\right)=\frac{1}{(2 \pi)^{M / 2}} \exp \left(-\frac{1}{2}\left\|x^{(2)}-f\left(x^{(1)}, w\right)\right\|^{2}\right)
$$

Assume that the true distribution

$$
p\left(x^{(2)} \mid x^{(1)}, w_{t}^{*}\right)=\frac{1}{(2 \pi)^{M / 2}} \exp \left(-\frac{1}{2}\left\|x^{(2)}-f\left(x^{(1)}, w_{t}^{*}\right)\right\|^{2}\right),
$$

is included in the learning model, where $w_{t}^{*}=\left\{a_{k i}^{*}, b_{i j}^{*} ; 1 \leq k \leq M, H+1 \leq\right.$ $i \leq H+r, 1 \leq j \leq N\}$ and $f_{k}\left(x^{(1)}, w_{t}^{*}\right)=\sum_{i=H+1}^{H+r}\left(-a_{k i}^{*}\right) \tanh \left(\sum_{j=1}^{N} b_{i j}^{*} x_{j}^{(1)}\right)$. Suppose that an a priori probability density function $\psi(w)$ is a $C^{\infty}$ - function with a compact support $W$ where $\psi\left(w_{t}^{*}\right)>0$. Then the model has the zeta function $\int_{W}\|A B\|^{2 z} d w$ with $Q=2$ and $m=1$, where $A$ and $B$ are defined in Definition 3.

The Taylor expansion $\tanh x=\sum_{i=1}^{\infty} \alpha_{i} x^{2(i-1)+1}$, with $\alpha_{i} \neq 0$ at 0 together with Lemma 5 in [26] proves this fact.

Remark 2 Let $\sigma(x)=\sum_{i=1}^{\infty} \alpha_{i} x^{Q(i-1)+1}$ and $\alpha_{i} \neq 0$. The maximum pole of

$$
\int_{W}\left(\int_{\tilde{W}}\left(\sum_{m=1}^{p} a_{m}^{(w)} \sigma\left(b_{m}^{(w)} x\right)-\sum_{m=1}^{p} a_{m}^{*} \sigma\left(b_{m}^{*} x\right)\right)^{2} q(x) \mathrm{d} x\right)^{z} \psi(w) \mathrm{d} w,
$$

and its order are the same as in Main Theorem 1.
(b) The normal mixture model with $H$ peaks which is trained for estimating the true distribution with $r$ peaks [29]:

Consider a normal mixture model

$$
p(x \mid w)=\frac{1}{(2 \pi)^{N / 2}} \sum_{i=1}^{H} a_{1 i} \exp \left(-\frac{\sum_{j=1}^{N}\left(x_{j}-b_{i j}\right)^{2}}{2}\right)
$$

where $w=\left\{a_{1 i}, b_{i j} ; 1 \leq i \leq H, 1 \leq j \leq N\right\}$ and $\sum_{i=1}^{H} a_{1 i}=1$. Set the true distribution by

$$
p\left(x \mid w_{t}^{*}\right)=\frac{1}{(2 \pi)^{N / 2}} \sum_{i=H+1}^{H+r}\left(-a_{1 i}^{*}\right) \exp \left(-\frac{\sum_{j=1}^{N}\left(x_{j}-b_{i j}^{*}\right)^{2}}{2}\right),
$$

where $w_{t}^{*}=\left\{a_{1 i}^{*}, b_{i j}^{*} ; H+1 \leq i \leq H+r, 1 \leq j \leq N\right\}$ and $\sum_{i=H+1}^{H+r} a_{1 i}^{*}=-1$. Suppose that an a priori probability density function $\psi(w)$ is a $C^{\infty}$ - function with a compact support $W$ where $\psi\left(w_{t}^{*}\right)>0$.

Then the model has the zeta function $\int_{W}\|A B\|^{2 z} d w$ with $Q=1, M=1$ and $m=1$, where $A$ and $B$ are defined in Definition 3 .
(a) and (b) as above show that $\lambda$ in Theorem 3 for three layered neural networks and for normal mixture models are obtained by the same type of singularities, i.e., Vandermonde matrix type singularities. The paper [31], moreover, shows that $\lambda$ for mixtures of binomial distributions is also obtained by Vandermonde matrix type singularities. These facts seem to imply that Vandermonde matrix type singularities are essential for learning theory.

Theorem 4 We use the same notations in (a).
For the three layered neural network with one input unit, the maximum pole $-\lambda$ and its order $\theta$ in (1) and (2) are obtained by

$$
\lambda=\min _{\tilde{w} \in W^{*}} c_{\tilde{w}}\left(\|A B\|^{2}\right)
$$

with its order $\theta$, where $Q=2, m=1$ and $W^{*}=\left\{\tilde{w} \in \mathbb{R}^{d} \mid f\left(x^{(1)}, \tilde{w}\right)=\right.$ $f\left(x^{(1)}, w_{t}^{*}\right)$ for any $\left.x^{(1)}\right\}$.

More precisely,

- for $H-r+1 \leq \begin{cases}10, & M=1, \\ 5, & M=2, \\ 4+M, & M \geq 3,\end{cases}$
we have $\lambda=(r-1) \frac{M+1}{2}+\frac{M}{2}+\frac{M\left(k_{1}^{2}+k_{1}\right)+2(H-r+1)}{4\left(k_{1}+1\right)}$,
$\theta= \begin{cases}1, & \text { if } M\left(k_{1}^{2}+k_{1}\right)<2(H-r+1), \\ 2, & \text { if } M\left(k_{1}^{2}+k_{1}\right)=2(H-r+1),\end{cases}$
where $k_{1}=\max \left\{i \in \mathbb{Z} \mid M\left(i^{2}+i\right) \leq 2(H-r+1)\right\}$.
- For $H-r+1> \begin{cases}10, & M=1, \\ 5, & M=2, \\ 4+M, & M \geq 3,\end{cases}$
we have $\lambda=r \frac{M+1}{2}+\frac{M\left(k_{0}^{2}+k_{0}\right)+H-r}{4 k_{0}+2}, \theta= \begin{cases}1, & \text { if } M k_{0}^{2}<H-r, \\ 2, & \text { if } M k_{0}^{2}=H-r,\end{cases}$ where $k_{0}=\max \left\{i \in \mathbb{Z} \mid M k_{0}^{2} \leq H-r\right\}$.

Its proof is obtained by setting $Q=2$ and $m=1$ in Theorem 2 and the following Lemma 1.

Lemma 1 Set

$$
\lambda_{0}\left(Q, H_{0}\right)=\frac{M Q\left(k_{0}^{2}+k_{0}\right)+2 H_{0}}{4\left(m+k_{0} Q\right)}
$$

where $k=\max \left\{i \in \mathbb{Z} \mid M\left(Q\left(i^{2}-i\right)+2 m i\right) \leq 2 H_{0}\right\}$, and

$$
\lambda_{1}\left(H_{1}\right)=\frac{M}{2}+\frac{M\left(k_{1}+k_{1}^{2}\right)+2 H_{1}}{4\left(1+k_{1}\right)}=\frac{M\left(\left(k_{1}+1\right)+\left(k_{1}+1\right)^{2}\right)+2 H_{1}}{4\left(1+k_{1}\right)}
$$

where $k_{1}=\max \left\{i \in \mathbb{Z} \mid M\left(k_{1}^{2}+k_{1}\right) \leq 2 H_{1}\right\}$.
We have

1. $(r-1) \lambda_{1}(1)+\lambda_{1}\left(\sum_{i=1}^{r} H_{i}-r+1\right) \leq \sum_{\tau_{1}=1}^{r} \lambda_{1}\left(H_{i}\right)$.
2. $\lambda_{0}\left(Q, H_{0}+\sum_{i=r+1}^{r^{\prime}} H_{i}\right) \leq \lambda_{0}\left(Q, H_{0}\right)+\sum_{i=r+1}^{r^{\prime}} \lambda_{1}\left(H_{i}-1\right)$.
3. $\lambda_{0}\left(Q, H_{0}\right)+\lambda_{1}\left(H_{1}\right) \geq \min \left\{\lambda_{1}\left(H_{0}+H_{1}\right), \lambda_{1}(1)+\lambda_{0}\left(Q, H_{0}+H_{1}-1\right)\right\}$.
4. If $m \geq 2$, then

$$
\lambda_{1}(1)+\lambda_{0}\left(Q, H_{0}+H_{1}-1\right) \leq \lambda_{1}\left(H_{0}+H_{1}\right)
$$

5. If $m=0,1$ and $Q=1$, then

$$
\lambda_{1}\left(H_{0}+H_{1}\right) \leq \lambda_{1}(1)+\lambda_{0}\left(Q, H_{0}+H_{1}-1\right) .
$$

6. Let $m=1$ and $Q \geq 2$.

If $1 \leq H_{0}+H_{1} \leq M$, then $\lambda_{1}\left(H_{0}+H_{1}\right)=\lambda_{1}(1)+\lambda_{0}\left(Q, H_{0}+H_{1}-1\right)$. There exists $\tilde{H}>M$ such that if $M+1 \leq H_{0}+H_{1} \leq \tilde{H}$ then $\lambda_{1}\left(H_{0}+\right.$ $\left.H_{1}\right) \geq \lambda_{1}(1)+\lambda_{0}\left(Q, H_{0}+H_{1}-1\right)$, and if $\tilde{H}+1 \leq H_{0}+H_{1}$ then $\lambda_{1}\left(H_{0}+H_{1}\right)<\lambda_{1}(1)+\lambda_{0}\left(Q, H_{0}+H_{1}-1\right)$.
7. Let $m=0$ and $Q \geq 2$.

If $1 \leq H_{0}+H_{1} \leq M-1$, then $\lambda_{1}\left(H_{0}+H_{1}\right)>\lambda_{1}(1)+\lambda_{0}\left(Q, H_{0}+H_{1}-1\right)$.
There exists $\tilde{H}>M$ such that if $M \leq H_{0}+H_{1} \leq \tilde{H}$ then $\lambda_{1}\left(H_{0}+\right.$ $\left.H_{1}\right) \geq \lambda_{1}(1)+\lambda_{0}\left(Q, H_{0}+H_{1}-1\right)$, and if $\tilde{H}+1 \leq H_{0}+H_{1}$ then $\lambda_{1}\left(H_{0}+H_{1}\right)<\lambda_{1}(1)+\lambda_{0}\left(Q, H_{0}+H_{1}-1\right)$.

As space is limited, we omit its proof here.
Example 3 Assume that $M=1$ and a true distribution is given by

$$
p\left(x^{(2)} \mid x^{(1)}, w_{t}^{*}\right)=\frac{1}{(2 \pi)^{1 / 2}} \exp \left(-\frac{1}{2}\left\|x^{(2)}-\frac{1}{2} \tanh \left(x^{(1)}\right)-\frac{1}{2} \tanh \left(2 x^{(1)}\right)\right\|^{2}\right),
$$

and a learning model by

$$
p\left(x^{(2)} \mid x^{(1)}, w\right)=\frac{1}{(2 \pi)^{1 / 2}} \exp \left(-\frac{1}{2}\left\|x^{(2)}-\sum_{i=1}^{H} a_{i} \tanh \left(b_{i} x^{(1)}\right)\right\|^{2}\right) .
$$

If $H_{0}+H_{1}+H_{2}=H$ and $b_{1}^{*}=\cdots=b_{H_{0}}^{*}=0, b_{H_{0}+1}^{*}=\cdots=b_{H_{0}+H_{1}}^{*}=$ $1, a_{H_{0}+1}^{*}+\cdots+a_{H_{0}+H_{1}}^{*}=\frac{1}{2}, b_{H_{0}+H_{1}+1}^{*}=\cdots=b_{H_{0}+H_{1}+H_{2}}^{*}=2, a_{H_{0}+H_{1}+1}^{*}+$ $\cdots+a_{H_{0}+H_{1}+H_{2}}^{*}=\frac{1}{2}$, then we have $p\left(x^{(2)} \mid x^{(1)}, w_{t}^{*}\right)=p\left(x^{(2)} \mid x^{(1)}, w^{*}\right)$.

The above theorem shows that for $H-2+1 \leq 10$, we have $\lambda=\frac{3}{2}+$ $\frac{k_{1}^{2}+k_{1}+2(H-1)}{4\left(k_{1}+1\right)}, \theta= \begin{cases}1, & \text { if } k_{1}^{2}+k_{1}<2(H-1), \\ 2, & \text { if } k_{1}^{2}+k_{1}=2(H-1),\end{cases}$
where $k_{1}=\max \left\{i \in \mathbb{Z} \mid i^{2}+i \leq 2(H-1)\right\}$.
For $H-1>10$, we have $\lambda=2+\frac{k_{0}^{2}+k_{0}+H-2}{4 k_{0}+2}, \theta= \begin{cases}1, & \text { if } k_{0}^{2}<H-2, \\ 2, & \text { if } k_{0}^{2}=H-2,\end{cases}$ where $k_{0}=\max \left\{i \in \mathbb{Z} \mid k_{0}^{2} \leq H-2\right\}$.

Figure 1 shows the curves of $\lambda$ when $M=1$ and $r=1,2,3,4,5$.


Figure 1: The curves of $\lambda$ when $r=1,2,3,4,5 . x$-axis is $H$ and $y$-axis is $\lambda$.

## 4 Appendix: Proof of Theorem 1

Lemma 2 Let $U$ be a neighborhood of $w^{*} \in \mathbb{R}^{d}$. Let $\mathcal{I}$ be the ideal generated by $f_{1}, \ldots, f_{n}$ which are analytic functions defined on $U$. If $g_{1}, \ldots, g_{m} \in I$, then $c_{w^{*}}\left(f_{1}^{2}+\cdots+f_{n}^{2}\right)$ is greater than $c_{w^{*}}\left(g_{1}^{2}+\cdots+g_{m}^{2}\right)$. In particular, if $g_{1}, \ldots, g_{m}$ generate the ideal $\mathcal{I}$ then

$$
c_{w^{*}}\left(f_{1}^{2}+\cdots+f_{n}^{2}\right)=c_{w^{*}}\left(g_{1}^{2}+\cdots+g_{m}^{2}\right) .
$$

Lemma 3 Let $B^{\prime}=\left(\begin{array}{cccc}b_{1}^{m} & b_{1}^{Q+m} & \cdots & b_{1}^{Q(H-1)+m} \\ & \vdots & & \vdots \\ b_{H}^{m} & b_{H}^{Q+m} & \cdots & b_{H}^{Q(H-1)+m}\end{array}\right)$ and $\mathbf{b}_{j}^{\prime}=\left(\begin{array}{c}b_{1}^{Q(j-1)+m} \\ \vdots \\ b_{H}^{Q(j-1)+m}\end{array}\right)$.
Consider a sufficiently small neighborhood $U$ of $\left\{b_{i}^{*}\right\}_{1 \leq i \leq H}$. and $\left\{b_{i}\right\}_{1 \leq i \leq H} \in$ $U$.

Let $b_{i}^{*}=\gamma_{i}\left|b_{i}^{*}\right|$.
Set $\mathbf{b}_{i j}^{\prime \prime}=\left\{\begin{array}{ll}\gamma_{i}^{m} \prod_{\left|b_{k}^{*}\right|=\left|b_{i}^{*}\right|, 1 \leq k \leq j-1}\left(b_{k} / \gamma_{k}-b_{i} / \gamma_{i}\right), & \text { if } b_{i}^{*} \neq 0, \\ b_{i}^{m} \prod_{b_{k}^{*}=0,1 \leq k \leq j-1}\left(b_{k}^{Q}-b_{i}^{Q}\right), & \text { if } b_{i}^{*}=0,\end{array}\right.$ for $1 \leq j \leq$ $i$ and $\mathbf{b}_{j}^{\prime \prime}=\left(0, \cdots, 0, \mathbf{b}_{j j}^{\prime \prime}, \cdots, \mathbf{b}_{H j}^{\prime \prime}\right)^{t}$, for $1 \leq j \leq H$.

Then there exists a regular matrix $R$ such that $B^{\prime} R=\left(\mathbf{b}_{1}^{\prime \prime}, \mathbf{b}_{2}^{\prime \prime}, \ldots, \mathbf{b}_{H}^{\prime \prime}\right)$.
(Proof) We only need to prove that the vector space generated by $\mathbf{b}_{1}^{\prime \prime}, \mathbf{b}_{2}^{\prime \prime}, \ldots, \mathbf{b}_{H}^{\prime \prime}$ is equal to that generated by $\mathbf{b}_{1}^{\prime}, \mathbf{b}_{2}^{\prime}, \ldots, \mathbf{b}_{H}^{\prime}$.

Some computation shows that the vector space generated by

$$
\left(\begin{array}{c}
b_{1}^{m} \\
\vdots \\
b_{H}^{m}
\end{array}\right),\left(\begin{array}{c}
0 \\
b_{2}^{m}\left(b_{1}^{Q}-b_{2}^{Q}\right) \\
\vdots \\
b_{H}^{m}\left(b_{1}^{Q}-b_{H}^{Q}\right)
\end{array}\right),\left(\begin{array}{c}
0 \\
0 \\
b_{3}^{m}\left(b_{1}^{Q}-b_{3}^{Q}\right)\left(b_{2}^{Q}-b_{3}^{Q}\right) \\
\vdots \\
b_{H}^{m}\left(b_{1}^{Q}-b_{H}^{Q}\right)\left(b_{2}^{Q}-b_{H}^{Q}\right)
\end{array}\right), \cdots,\left(\begin{array}{c}
0 \\
\vdots \\
0 \\
b_{1}^{m}\left(b_{1}^{Q}-b_{H}^{Q}\right) \cdots\left(b_{H-1}^{Q}-b_{H}^{Q}\right)
\end{array}\right)
$$

is equal to that generated by $\mathbf{b}_{1}^{\prime}, \mathbf{b}_{2}^{\prime}, \ldots, \mathbf{b}_{H}^{\prime}$.
Therefore, we may set
$\mathbf{b}_{1}^{\prime}=\left(\begin{array}{c}b_{1}^{m} \\ \vdots \\ b_{H}^{m}\end{array}\right), \mathbf{b}_{2}^{\prime}=\left(\begin{array}{c}0 \\ b_{2}^{m}\left(b_{1}^{Q}-b_{2}^{Q}\right) \\ \vdots \\ b_{H}^{m}\left(b_{1}^{Q}-b_{H}^{Q}\right)\end{array}\right), \cdots, \mathbf{b}_{H}^{\prime}=\left(\begin{array}{c}0 \\ \vdots \\ 0 \\ b_{H}^{m}\left(b_{1}^{Q}-b_{H}^{Q}\right) \cdots\left(b_{H-1}^{Q}-b_{H}^{Q}\right)\end{array}\right)$.
We use an induction.
From now on, denote by $\left\langle\mathbf{c}_{1}, \mathbf{c}_{2}, \ldots, \mathbf{c}_{H}\right\rangle$ the vector space generated by vectors $\mathbf{c}_{1}, \mathbf{c}_{2}, \ldots, \mathbf{c}_{H}$.

It is easy to check that $\left\langle\mathbf{b}_{1}^{\prime}, \mathbf{b}_{2}^{\prime}, \ldots, \mathbf{b}_{H}^{\prime}\right\rangle=\left\langle\mathbf{b}_{1}^{\prime}, \mathbf{b}_{2}^{\prime}, \ldots, \mathbf{b}_{H-1}^{\prime}, \mathbf{b}_{H}^{\prime \prime}\right\rangle$.
Let $g_{j, j}(x), g_{j+1, j}(x), \ldots, g_{H, j}(x)$ be polynomials of $x, b_{j-1}, \ldots, b_{1}$ such that $g_{j^{\prime}, j}\left(x \gamma_{j^{\prime}}\right)=g_{j^{\prime \prime}, j}\left(x \gamma_{j^{\prime \prime}}\right)$ if $\left|b_{j^{\prime}}^{*}\right|=\left|b_{j^{\prime \prime}}^{*}\right| \neq 0$ and $g_{j^{\prime}, j}(x)-g_{j^{\prime \prime}, j}\left(x^{\prime}\right)$ can be devided by $x^{Q}-x^{\prime Q}$ if $b_{j^{\prime}}^{*}=b_{j^{\prime \prime}}^{*}=0$.

Assume that $\left(0, \cdots, 0, g_{j, j}\left(b_{j}\right) \mathbf{b}_{j j}^{\prime \prime}, \cdots, g_{H, j}\left(b_{H}\right) \mathbf{b}_{H j}^{\prime \prime}\right)^{t}$ is an element of $\left\langle\mathbf{b}_{j}^{\prime \prime}, \ldots, \mathbf{b}_{H}^{\prime \prime}\right\rangle$ and that

$$
\left\langle\mathbf{b}_{1}^{\prime}, \cdots, \mathbf{b}_{H}^{\prime}\right\rangle=\left\langle\mathbf{b}_{1}^{\prime}, \cdots, \mathbf{b}_{j-1}^{\prime}, \mathbf{b}_{j}^{\prime \prime}, \cdots, \mathbf{b}_{H}^{\prime \prime}\right\rangle .
$$

Since

$$
\mathbf{b}_{j-1}^{\prime}=\left(\begin{array}{c}
0 \\
\vdots \\
0 \\
b_{j-1}^{m}\left(b_{1}^{Q}-b_{j-1}^{Q}\right) \cdots\left(b_{j-2}^{Q}-b_{j-1}^{Q}\right) \\
\vdots \\
b_{H}^{m}\left(b_{1}^{Q}-b_{H}^{Q}\right) \cdots\left(b_{j-2}^{Q}-b_{H}^{Q}\right)
\end{array}\right)=\left(\begin{array}{c}
0 \\
\vdots \\
0 \\
g_{j-1, j-1}\left(b_{j-1}\right) \mathbf{b}_{j-1, j-1}^{\prime \prime} \\
\vdots \\
g_{H, j-1}\left(b_{H}\right) \mathbf{b}_{H, j-1}^{\prime \prime}
\end{array}\right),
$$

where

$$
g_{j-1, j-1}\left(b_{j-1}\right) \neq 0, \ldots, g_{H, j-1}\left(b_{H}\right) \neq 0,
$$

$g_{j^{\prime}, j-1}\left(\gamma_{j^{\prime}} x\right)=g_{j^{\prime \prime}, j-1}\left(\gamma_{j^{\prime \prime}} x\right)$ if $\left|b_{j^{\prime}}^{*}\right|=\left|b_{j^{\prime \prime}}^{*}\right| \neq 0$ and $g_{j^{\prime}, j-1}(x)-g_{j^{\prime \prime}, j-1}\left(x^{\prime}\right)$ can be divided by $x^{\prime Q}-x^{Q}$ if $b_{j^{\prime}}^{*}=b_{j^{\prime \prime}}^{*}=0$, we have

$$
\begin{gathered}
\mathbf{b}_{j-1}^{\prime}=\mathbf{b}_{j-1}^{\prime \prime} g_{j-1, j-1}\left(b_{j-1}\right)+\left(\begin{array}{c}
0 \\
\vdots \\
0 \\
\left(g_{j, j-1}\left(b_{j}\right)-g_{j-1, j-1}\left(b_{j-1}\right)\right) \mathbf{b}_{j, j-1}^{\prime \prime} \\
\vdots \\
\left(g_{H, j-1}\left(b_{H}\right)-g_{j-1, j-1}\left(b_{j-1}\right)\right) \mathbf{b}_{H, j-1}^{\prime \prime}
\end{array}\right) \\
=\mathbf{b}_{j-1}^{\prime \prime} g_{j-1, j-1}\left(b_{j-1}\right)+\left(\begin{array}{c}
0 \\
\vdots \\
0 \\
g_{j, j}\left(b_{j}\right) \mathbf{b}_{j, j}^{\prime \prime} \\
\vdots \\
g_{H, j}\left(b_{H}\right) \mathbf{b}_{H, j}^{\prime \prime}
\end{array}\right)
\end{gathered}
$$

where $\begin{cases}g_{k, j}\left(b_{k}\right)=g_{k, j-1}\left(b_{k}\right)-g_{j-1, j-1}\left(b_{j-1}\right), & \text { if }\left|b_{k}^{*}\right| \neq\left|b_{j-1}^{*}\right|, \\ g_{k, j}\left(b_{k}\right)=\left(g_{k, j-1}\left(b_{k}\right)-g_{j-1, j-1}\left(b_{j-1}\right)\right) /\left(b_{j-1} / \gamma_{j-1}-b_{k} / \gamma_{k}\right), & \text { if }\left|b_{k}^{*}\right|=\left|b_{j-1}^{*}\right| \neq 0, \\ g_{k, j}\left(b_{k}\right)=\left(g_{k, j-1}\left(b_{k}\right)-g_{j-1, j-1}\left(b_{j-1}\right)\right) /\left(b_{j-1}^{Q}-b_{k}^{Q}\right) & \text { if } b_{k}^{*}=b_{j-1}^{*}=0 .\end{cases}$
By the inductive assumption, $\left(0, \cdots, 0, g_{j, j}\left(b_{j}\right) \mathbf{b}_{j, j}^{\prime \prime}, \cdots, g_{H, j}\left(b_{H}\right) \mathbf{b}_{H, j}^{\prime \prime}\right)^{t}$ is an element of the vector space generated by $\mathbf{b}_{j}^{\prime \prime}, \cdots, \mathbf{b}_{H}^{\prime \prime}$.

Therefore,

$$
\left\langle\mathbf{b}_{1}^{\prime}, \cdots, \mathbf{b}_{H}^{\prime}\right\rangle=\left\langle\mathbf{b}_{1}^{\prime}, \cdots, \mathbf{b}_{j-1}^{\prime}, \mathbf{b}_{j}^{\prime \prime}, \cdots, \mathbf{b}_{H}^{\prime \prime}\right\rangle=\left\langle\mathbf{b}_{1}^{\prime}, \cdots, \mathbf{b}_{j-2}^{\prime}, \mathbf{b}_{j-1}^{\prime \prime}, \mathbf{b}_{j}^{\prime \prime}, \cdots, \mathbf{b}_{H}^{\prime \prime}\right\rangle
$$

Q.E.D.

Lemma 4 Let $B^{\prime}=\left(\begin{array}{cccc}b_{1}^{m} & b_{1}^{Q+m} & \cdots & b_{1}^{Q(H-1)+m} \\ & \vdots & & \vdots \\ b_{H}^{m} & b_{H}^{Q+m} & \cdots & b_{H}^{Q(H-1)+m}\end{array}\right)$ and $\mathbf{b}_{j}^{\prime}=\left(\begin{array}{c}b_{1}^{Q(j-1)+m} \\ \vdots \\ b_{H}^{Q(j-1)+m}\end{array}\right)$.
Consider a sufficiently small neighborhood $U$ of $\left\{b_{i}^{*}\right\}_{1 \leq i \leq H}$ and $\left\{b_{i}\right\}_{1 \leq i \leq H} \in$ $U$.

Let $b_{i}^{*}=\gamma_{i}\left|b_{i}^{*}\right|$.
Let each $\left|b_{1}^{* *}\right|, \ldots,\left|b_{r}^{* *}\right|$ be a different real number in $\left\{\left|b_{i}^{*}\right| ;\left|b_{i}^{*}\right| \neq 0\right\}$ :

$$
\left\{\left|b_{1}^{* *}\right|, \ldots,\left|b_{r}^{* *}\right| ;\left|b_{i}^{* *}\right| \neq\left|b_{j}^{* *}\right|, i \neq j\right\}=\left\{\left|b_{i}^{*}\right| ;\left|b_{i}^{*}\right| \neq 0\right\}
$$

Also set $b_{0}^{* *}=0$.
Assume that $b_{1}^{*}=\cdots=b_{H_{0}}^{*}=b_{0}^{* *},\left|b_{H_{0}+1}^{*}\right|=\cdots=\left|b_{H_{0}+H_{1}}^{*}\right|=\left|b_{1}^{* *}\right|, \ldots$, $\left|b_{H_{0}+\cdots+H_{r-1}+1}^{*}\right|=\cdots=\left|b_{H_{0}+\cdots+H_{r}}^{*}\right|=\left|b_{r}^{* *}\right|$.

$$
\begin{aligned}
&\left(b_{1}^{(0)}, \ldots, b_{H_{0}}^{(0)}\right)=\left(b_{1}, \ldots, b_{H_{0}}\right) \\
&\left(b_{1}^{(1)}, \ldots, b_{H_{1}}^{(1)}\right)=\left(b_{H_{0}+1}, \ldots, b_{H_{0}+H_{1}}\right) \\
& \quad \vdots \\
&\left(b_{1}^{(r)}, \ldots, b_{H_{r}}^{(r)}\right)=\left(b_{H_{0}+\cdots+H_{r-1}+1}, \ldots, b_{H_{0}+\cdots+H_{r}}\right)
\end{aligned}
$$

Let $b_{i}^{(\alpha)^{*}}=\gamma_{i}^{(\alpha)}\left|b_{i}^{(\alpha)^{*}}\right|$.
Then there exists a regular matrix $R$ such that $B^{\prime} R=\left(\begin{array}{ccccc}B^{(0)} & 0 & 0 & \cdots & 0 \\ 0 & B^{(1)} & 0 & \cdots & 0 \\ & \vdots & & \ddots & \\ 0 & 0 & 0 & \cdots & B^{(r)}\end{array}\right)$, where $B^{(0)}=\left(\begin{array}{cccc}b_{1}^{(0)^{m}} & b_{1}^{(0)^{Q+m}} & \cdots & b_{1}^{(0)^{Q\left(H_{0}-1\right)+m}} \\ \vdots & \vdots & & \vdots \\ b_{H_{0}}^{(0)^{m}} & b_{H_{0}}^{(0)} & \cdots & b_{H_{0}}^{(0)}\end{array}\right)$ and $B^{(\alpha)}=\left(\begin{array}{ccccc}\gamma_{1}^{(\alpha)^{m}} & \gamma_{1}^{(\alpha)^{m}} b_{1}^{(\alpha)} / \gamma_{1}^{(\alpha)} & \gamma_{1}^{(\alpha)^{m}}\left(b_{1}^{(\alpha)} / \gamma_{1}^{(\alpha)}\right)^{2} & \cdots & \gamma_{1}^{(\alpha)^{m}}\left(b_{1}^{(\alpha)} / \gamma_{1}^{(\alpha)}\right)^{H_{\alpha}-1} \\ \vdots & \vdots & & \vdots & \\ \gamma_{H_{\alpha}}^{(\alpha)^{m}} & \gamma_{H_{\alpha}}^{(\alpha)^{m}} b_{H_{\alpha}}^{(\alpha)} / \gamma_{H_{\alpha}}^{(\alpha)} & \gamma_{H_{\alpha}}^{(\alpha)^{m}}\left(b_{H_{\alpha}}^{(\alpha)} / \gamma_{H_{\alpha}}^{(\alpha)}\right)^{2} & \cdots & \gamma_{H_{\alpha}}^{(\alpha)^{m}}\left(b_{H_{\alpha}}^{(\alpha)} / \gamma_{H_{\alpha}}^{(\alpha)}\right)^{H_{\alpha}-1}\end{array}\right)$ for $1 \leq \alpha \leq r$.
(Proof)
Set $\mathbf{b}^{\prime \prime}{ }_{1}^{(0)}=\left(\begin{array}{c}b_{1}^{(0)^{m}} \\ b_{2}^{(0)^{m}} \\ \vdots \\ b_{H_{0}}^{(0)^{m}}\end{array}\right)$ and $\mathbf{b}_{j}^{\prime \prime(0)}=\left(\begin{array}{c}0 \\ \vdots \\ 0 \\ b_{j}^{(0)^{m}} \prod_{1 \leq k \leq j-1}\left(b_{k}^{(0)}{ }^{Q}-b_{j}^{(0)^{Q}}\right) \\ \vdots \\ b_{H_{0}}^{(0)^{m}} \prod_{1 \leq k \leq j-1}\left(b_{k}^{(0)}{ }^{Q}-b_{H_{0}}^{(0)}{ }^{Q}\right)\end{array}\right)$
for $j \geq 2$.

Also set,${\mathbf{\mathbf { b } ^ { \prime \prime }}}_{j}^{(\alpha)}=\left(\begin{array}{c}0 \\ \vdots \\ 0 \\ \gamma_{j}^{(\alpha)^{m}} \prod_{1 \leq k \leq j-1}\left(b_{k}^{(\alpha)} / \gamma_{k}^{(\alpha)}-b_{j}^{(\alpha)} / \gamma_{j}^{(\alpha)}\right) \\ \vdots \\ \gamma_{H_{\alpha}}^{(\alpha)} \prod_{1 \leq k \leq j-1}^{m}\left(b_{k}^{(\alpha)} / \gamma_{k}^{(\alpha)}-b_{H}^{(\alpha)} / \gamma_{H}^{(\alpha)}\right)\end{array}\right)$ for $1 \leq \alpha \leq$

## $r, 2 \leq j \leq i$.

Then, by Lemma 3, there exists a regular matrix $R$ such that

Therefore, we have

$$
B^{\prime} R R^{\prime}=\left(\begin{array}{cccccccccccc}
\mathbf{b}_{1}^{\prime \prime(0)} & \mathbf{b}_{2}^{\prime \prime(0)} & \cdots & \mathbf{b}^{\prime \prime}(0) & 0 & & & \cdots & & & & 0 \\
0 & 0 & \cdots & 0 & \mathbf{b}_{1}^{\prime \prime(1)} & \mathbf{b}_{2}^{\prime \prime(1)} & \cdots & \mathbf{b}_{H_{1}}^{\prime(1)} & 0 & & \cdots & \\
& & \vdots & & & & \vdots & & & & & \\
0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 & \cdots & \mathbf{b}_{1}^{\prime \prime(r)} & \cdots & \mathbf{b}_{H_{r}}^{\prime \prime(r)}
\end{array}\right),
$$

for some regular matrix $R^{\prime}$.
By applying Lemma 3 to $B^{(\alpha)}$, we have the proof.
Q.E.D.

Lemma 5 Let $B_{I}=\left(\begin{array}{c}\prod_{j=1}^{N} b_{1 j}^{\ell_{j}} \\ \prod_{j=1}^{N} b_{2 j}^{\ell_{j}} \\ \vdots \\ \prod_{j=1}^{N} b_{H j}^{\ell_{j}}\end{array}\right)$
and $B=\left(B_{I}\right)_{\ell_{1}+\ldots+\ell_{N}=Q(n-1)+m, n \in \mathbb{N}}$.
Consider a sufficiently small neighborhood $U^{\prime}$ of $\left\{b_{i j}^{*}\right\}_{1 \leq i \leq H, 1 \leq j \leq N}$ and $\left\{b_{i j}\right\}_{1 \leq i \leq H, 1 \leq j \leq N} \in U^{\prime}$.

Let each $\left(b_{11}^{* *}, b_{12}^{* *}, \cdots, b_{1 N}^{* *}\right), \ldots,\left(b_{r 1}^{* *}, b_{r 2}^{* *}, \cdots, b_{r N}^{* *}\right)$ be a different real vector in

$$
\begin{aligned}
& {\left[b_{i 1}^{*}, b_{i 2}^{*}, \cdots, b_{i N}^{*}\right]_{Q} \neq 0, i=1, \ldots, H+r:} \\
& \left\{\left(b_{11}^{* *}, \cdots, b_{1 N}^{* *}\right), \ldots,\left(b_{r 1}^{* *}, \cdots, b_{r N}^{* *}\right)\right\}=\left\{\left[b_{i 1}^{*}, \cdots, b_{i N}^{*}\right]_{Q} \neq 0 ; i=1, \ldots, H\right\} . \\
& \text { Set }\left(b_{01}^{* *}, b_{02}^{* *}, \cdots, b_{0 N}^{* *}\right)=(0, \ldots, 0) .
\end{aligned}
$$

Assume that

$$
\begin{aligned}
& \left.\begin{array}{c}
{\left[b_{11}^{*}, \cdots, b_{1 N}^{*}\right]_{Q}} \\
\vdots
\end{array}\right\} \quad=0, \\
& \left.\left[b_{H_{0} 1}^{*}, \cdots, b_{H_{0} N}^{*}\right]_{Q}\right\} \\
& {\left[b_{H_{0}+1,1}^{*}, \cdots, b_{H_{0}+1, N}^{*}\right]_{Q}} \\
& =\left(b_{11}^{* *}, \cdots, b_{1 N}^{* *}\right), \\
& \left.\left[b_{H_{0}+H_{1}, 1}^{*}, \cdots, b_{H_{0}+H_{1}, N}^{*}\right]_{Q}\right\} \\
& \left.\left[b_{H_{0}+H_{1}+1,1}^{*}, \cdots, b_{H_{0}+H_{1}+1, N}^{*}\right]_{Q}\right] \\
& \left.\left[b_{H_{0}+H_{1}+H_{2}, 1}^{*}, \cdots, b_{H_{0}+H_{1}+H_{2}, N}^{*}\right]_{Q}\right\} \quad=\left(b_{21}^{* *}, \cdots, b_{2 N}^{* *}\right), \\
& \left.\begin{array}{c}
{\left[b_{H_{0}+\cdots+H_{r-1}+1,1}^{*}, \cdots, b_{H_{0}+\cdots+H_{r^{\prime}-1}+1, N}^{*}\right]_{Q}} \\
\vdots \\
{\left[b_{H_{0}+\cdots+H_{r-1}+H_{r}, 1}^{*}, \cdots, b_{H_{0}+\cdots+H_{r-1}+H_{r}, N}^{*}\right]_{Q}}
\end{array}\right\}=\left(b_{r 1}^{* *}, \cdots, b_{r N}^{* *}\right) .
\end{aligned}
$$

and $H_{0}+\cdots+H_{r}=H$.
Set

$$
\begin{aligned}
\left(b_{1 j}^{(0)}, \ldots, b_{H_{0} j}^{(0)}\right) & =\left(b_{1 j}, \ldots, b_{H_{0} j}\right) \\
\left(b_{1 j}^{(1)}, \ldots, b_{H_{1} j}^{(1)}\right) & =\left(b_{H_{0}+1, j}, \ldots, b_{H_{0}+H_{1}, j}\right) \\
\quad & \\
\left(b_{1 j}^{(r)}, \ldots, b_{H_{r} j}^{(r)}\right) & =\left(b_{H_{0}+\cdots+H_{r-1}+1, j}, \ldots, b_{H_{0}+\cdots+H_{r}, j}\right)
\end{aligned}
$$

for $1 \leq j \leq N$.

$$
\text { Let } I=\left(\ell_{1}, \ldots, \ell_{N}\right) \in \mathbb{N}_{+0}{ }^{N}, B_{I}^{(\alpha)}=\left(\begin{array}{c}
\gamma_{1}^{(\alpha)^{m-|I|}} \prod_{j=1}^{N} b_{1 j}^{(\alpha)} \ell_{j} \\
\gamma_{2}^{(\alpha)^{m-|I|}} \prod_{j=1}^{N} b_{2 j}^{(\alpha)_{j}} \\
\vdots \\
\gamma_{H_{\alpha}}^{(\alpha)^{m-|I|}} \prod_{j=1}^{N} b_{H_{\alpha} j}^{(\alpha)} \ell_{j}
\end{array}\right)
$$

and $B^{(0)}=\left(B_{I}^{(0)}\right)_{\ell_{1}+\ldots+\ell_{N}=m+Q(n-1), n \in \mathbb{N}}, B^{(\alpha)}=\left(B_{I}^{(\alpha)}\right)_{\ell_{1}+\ldots+\ell_{N}=n, n \in \mathbb{N}_{+0}}$ for $1 \leq \alpha \leq r$, where

$$
\gamma_{i}^{(\alpha)}\left(b_{i 1}^{(\alpha)^{*}}, \cdots, b_{i N}^{(\alpha)^{*}}\right)=\left[b_{i 1}^{(\alpha)^{*}}, \cdots, b_{i N}^{(\alpha)^{*}}\right]_{Q} .
$$

Then there exists a regular matrix $R$ such that

$$
B R=\left(\begin{array}{ccccc}
B^{(0)} & 0 & 0 & \cdots & 0 \\
0 & B^{(1)} & 0 & \cdots & 0 \\
& \vdots & & \ddots & \\
0 & 0 & 0 & \cdots & B^{(r)}
\end{array}\right)
$$

(Proof)

$$
\begin{aligned}
& \text { The key point of the proof is to use }\left(\begin{array}{c}
\prod_{j=1}^{N} b_{1 j} \ell_{j} \\
\prod_{j=1}^{N} b_{2 j} \ell_{j} \\
\vdots \\
\prod_{j=1}^{N} b_{H j}{ }^{\ell_{j}}
\end{array}\right) \\
& =\left(\begin{array}{cccc}
b_{11} \ell_{1}^{\prime} \\
\prod_{j=2}^{N} b_{1 j} \ell_{j} & 0 & \cdots & 0 \\
0 & b_{21} \ell_{1}^{\prime} & \prod_{j=2}^{N} b_{2 j}^{\ell_{j}} & \cdots
\end{array}\right] \\
& \vdots
\end{aligned}
$$

and Lemma 4.
Q.E.D.

## 5 Appendix: Toric variety

Here we introduce toric varieties [11, 28]. Most of the Kullback functions are degenerate (over $\mathbb{R}$ ) with respect to their Newton polyhedrons. So we cannot directly obtain desingularization using toric varieties. We can however, use the idea partially for obtaining the maximum pole.

Set $\mathbb{R}_{+}=\{r \in \mathbb{R} \mid r \geq 0\}$.
Definition 4 (Convex rational polyhedral cone) A convex polyhedral cone $\sigma$ is a cone generated by a finite number of vectors $\mathbf{a}_{j}(j=1, \ldots, i)$ in $\mathbb{R}^{d}$ : $\sigma=\mathbb{R}_{+} \mathbf{a}_{1}+\cdots+\mathbb{R}_{+} \mathbf{a}_{i}=\left\{r_{1} \mathbf{a}_{1}+\cdots+r_{i} \mathbf{a}_{i} \in \mathbb{R}^{d} \mid r_{1} \geq 0, \cdots, r_{i} \geq 0\right\}$.

A strongly convex rational polyhedral cone $\sigma$ is a cone which is generated by vectors $\mathbf{a}_{j}(i=1, \ldots, i)$ in $\mathbb{Z}^{d}$ ("rational"), and contains no line through the origin ("strong").

Definition 5 (Dual of a set) The dual $\sigma^{\vee}$ of any set $\sigma$ is defined by $\sigma^{\vee}=$ $\left\{\mathbf{u} \in \mathbb{R}^{d} \mid\langle\mathbf{u}, \mathbf{v}\rangle \geq 0\right.$ for all $\left.\mathbf{v} \in \sigma\right\}$.

If $\sigma$ is a convex polyhedral cone, then $\sigma^{\vee}$ is also a convex polyhedral cone and $\sigma^{\vee} \cap \mathbb{Z}^{d}$ is a finitely generated semigroup [12].

Definition 6 (Face of a cone) A face $\sigma_{\mathbf{u}}$ of a convex polyhedral cone $\sigma$ is $\sigma_{\mathbf{u}}=\sigma \cap\{\mathbf{u}\}^{\perp}=\{\mathbf{v} \in \sigma \mid\langle\mathbf{u}, \mathbf{v}\rangle=0\}$ for some $\mathbf{u} \in \sigma^{\vee}$.

Definition 7 (Fan) $A$ fan $\Delta$ is a collection of strongly convex rational polyhedral cones, satisfying the following conditions: every face of a cone in $\Delta$ is also a cone in $\Delta$, and the intersection of two cones in $\Delta$ is a face of each.

Suppose that $\mathbf{a}_{1}, \ldots, \mathbf{a}_{i} \in \mathbb{Z}^{d}$ of a cone $\sigma=\mathbb{R}_{+} \mathbf{a}_{1}+\cdots+\mathbb{R}_{+} \mathbf{a}_{i}$, are the first points in $\mathbb{Z}^{d}$ along the edges of $\sigma$. Then $\sigma$ is called non-singular if $\mathbf{a}_{1}, \ldots, \mathbf{a}_{i}$ is a part of a basis of $\mathbb{Z}^{d}$.

Also a fan $\Delta$ is called non-singular if every cone in $\Delta$ is non-singular.
Definition 8 (Toric variety) For a fan $\Delta$ and a cone $\sigma \in \Delta$, consider a group ring $R(\sigma)=\bigoplus_{\mathbf{u} \in \sigma^{\vee} \cap \mathbb{Z}^{d}} \mathbb{R} x^{u}=\left\{\sum_{\mathbf{u} \in \sigma^{\vee} \cap \mathbb{Z}^{d}} c_{\mathbf{u}} x^{\mathbf{u}}\right.$ finite sum $\left.\mid c_{\mathbf{u}} \in \mathbb{R}\right\}$, where $x^{\mathbf{u}}$ is a basis, as $\mathbf{u}$ varies over $\mathbf{u} \in \sigma^{\vee}$ with multiplication $x^{\mathbf{u}} x^{\mathbf{u}^{\prime}}=$ $x^{\mathbf{u +} \mathbf{u}^{\prime}}$. Let

$$
\begin{aligned}
U_{\sigma} & =\operatorname{Hom}(R(\sigma), \mathbb{R}) \\
& =\{P: R(\sigma) \rightarrow \mathbb{R} \mid \text { ring homomorphism with } P(1)=1\} .
\end{aligned}
$$

The toric variety $X(\Delta)$ is defined by taking the disjoint union of $U_{\sigma}, \sigma \in \Delta$, and gluing $U_{\sigma}$ to $U_{\tau}$ by the identification at $U_{\sigma \cap \tau}$. For $\sigma, \tau \in \Delta, U_{\sigma \cap \tau}$ is identified as a principal open subvariety of $U_{\sigma}$ and $U_{\tau}$.

A fan $\Delta$ is non-singular, then $X(\Delta)$ is a non-singular manifold [12].
Definition 9 (Refinement of a fan) $A$ fan $\Delta^{\prime}$ is called a refinement of a fan $\Delta$, if there exists $\sigma \in \Delta$ such that $\sigma^{\prime} \subset \sigma$ for any $\sigma^{\prime} \in \Delta^{\prime}$, and if $\cup_{\sigma \in \Delta} \sigma=\cup_{\sigma^{\prime} \in \Delta^{\prime}} \sigma^{\prime}$.

Definition 10 (Rational convex polytope) A convex polytope is defined as $\Gamma=\cap_{i=1}^{m}\left\{\mathbf{u} \in \mathbb{R}^{d} \mid\left\langle\mathbf{u}, \mathbf{v}_{i}\right\rangle \geq \rho_{i}\right\}$, for some $\mathbf{v}_{i} \in \mathbb{R}^{d}$ and $\rho_{i} \in R$, which is the convex hull of a finite set of points.

If $\mathbf{v}_{i} \in \mathbb{Z}^{d}$ and $\rho_{i} \in \mathbb{Z}$ then the convex polytope is called rational.
A face $\Gamma(\mathbf{v})$ of $\Gamma$ for $\mathbf{v} \in \mathbb{Z}^{d}$, is the intersection with a supporting affine hyperplane: $\Gamma(\mathbf{v})=\left\{\mathbf{u} \in \Gamma \mid\langle\mathbf{u}, \mathbf{v}\rangle=\min _{\mathbf{u}^{\prime} \in \Gamma}\left\langle\mathbf{u}^{\prime}, \mathbf{v}\right\rangle\right\}$.

Theorem 5 (Rational convex polytope and fan [12]) Let $\Gamma$ be a rational convex polytope. Define a cone $\sigma_{F}$ by $\sigma_{F}=\left\{\mathbf{v} \in \mathbb{R}^{d} \mid \Gamma(\mathbf{v}) \supset F\right\}$, for a face $F$ of $\Gamma$. Then $\Delta=\left\{\sigma_{F} \mid F\right.$ is a face of $\left.\Gamma\right\}$ is a fan.

Theorem 6 (Resolution of singularities of toric varieties [12]) For any fan $\Delta$, there is a refinement $\Delta^{\prime}$ of $\Delta$ so that $\Delta^{\prime}$ is non-singular.

Then the morphism map from $X\left(\Delta^{\prime}\right)$ to $X(\Delta)$ induced by the natural map $U_{\sigma^{\prime}} \rightarrow U_{\sigma}$ for $\sigma^{\prime} \subset \sigma$, is a resolution of singularities.

For $i=1, \ldots, d$, set $\mathbf{e}_{i}=(0, \ldots, 0,1,0, \ldots, 0)^{T} \in \mathbb{Z}^{d}$, whose $i$ th element is 1 , and $V=\left\{\mathbf{e}_{1}, \ldots, \mathbf{e}_{d}\right\}$. ( $T$ denotes the transpose).

Let

$$
L=\left(\mathbf{l}_{1}, \cdots, \mathbf{l}_{d}\right)=\left(\begin{array}{cccc}
l_{11} & l_{12} & \cdots & l_{1 d} \\
l_{21} & l_{22} & \cdots & l_{2 d} \\
\vdots & \vdots & \cdots & \vdots \\
l_{d 1} & l_{d 2} & \cdots & l_{d d}
\end{array}\right) .
$$

Define ${ }^{L_{y}}=\left(y_{1}^{l_{11}} y_{2}^{l_{12}} \cdots y_{d}^{l_{1 d}}, y_{1}^{l_{21}} y_{2}^{l_{22}} \cdots y_{d}^{l_{2 d}}, \cdots, y_{1}^{l_{d 1}} y_{2}^{l_{d 2}} \cdots y_{d}^{l_{d d}}\right)$, for $y=$ $\left(y_{1}, \cdots, y_{d}\right)$.

Fix

$$
\begin{equation*}
\tilde{\Delta}=\left\{\sigma \mid \sigma=\sum_{i=1}^{m} \mathbb{R}_{+} \mathbf{v}_{i}, \mathbf{v}_{i} \in V, 1 \leq i \leq m \leq d\right\} \cup\{0\} \tag{3}
\end{equation*}
$$

in this paper. $\cup_{\sigma \in \tilde{\Delta}} \sigma$ is the first quadrant.
Then the toric variety $X(\tilde{\Delta})$ is identified as $\mathbb{R}^{d}$ by the map

$$
U_{\sum_{i=1}^{d} \mathbb{R}^{d} e_{i}} \stackrel{\sim}{\rightarrow} \mathbb{R}^{d} ; \quad P \mapsto\left(y_{1}, \ldots, y_{d}\right):=\left(P\left(x^{e_{1}}\right), \ldots, P\left(x^{e_{d}}\right)\right) .
$$

Let $\Delta$ be a non-singular fan and a refinement of $\tilde{\Delta}$ in (3).
The toric variety $X(\Delta)$ is constructed as follows.
For a $d$-dimensional $\sigma=\sum_{i=1}^{d} \mathbb{R}_{+} \mathbf{a}_{i} \in \Delta$, where the set of $\mathbf{a}_{1}, \ldots, \mathbf{a}_{d}$ is a basis of $\mathbb{Z}^{d}$, we have $U_{\sigma} \cong \mathbb{R}^{d} ; U_{\sigma} \ni P \mapsto\left(y_{1}, \ldots, y_{d}\right):=\left(P\left(x^{\mathbf{a}_{1}}\right), \ldots, P\left(x^{\mathbf{a}_{d}}\right)\right) \in$ $\mathbb{R}^{d}$.

For $d$-dimensional $\sigma=\sum_{i=1}^{d} \mathbb{R}_{+} \mathbf{a}_{i} \in \Delta$ and $\tau=\sum_{i=1}^{d} \mathbb{R}_{+} \mathbf{b}_{i} \in \Delta$, assume $\mathbf{a}_{s_{i}}, \mathbf{b}_{t_{i}} \notin \sigma \cap \tau, i=1, \cdots, m_{0}$.

Take the coordinate systems of $U_{\sigma}$ and $U_{\tau}$ by $y^{\sigma}$ and $y^{\tau}$, respectively.
The identification on $U_{\sigma \cap \tau}$ is

$$
y^{\sigma} \sim y^{\tau} \Longleftrightarrow{ }^{A_{\tau}^{-1} A_{\sigma}} y^{\sigma}=y^{\tau}, y_{s_{i}}^{\sigma} \neq 0, y_{t_{i}}^{\tau} \neq 0, i=1, \cdots, m_{0}
$$

where $A_{\sigma}=\left(\mathbf{a}_{1}, \cdots, \mathbf{a}_{d}\right)$ and $A_{\tau}=\left(\mathbf{b}_{1}, \cdots, \mathbf{b}_{d}\right)$.
Then $X(\Delta)$ is $\amalg_{\operatorname{dim} \sigma=d} U_{\sigma} / \sim$.
The map $\pi$ from $X(\Delta)$ to $X(\tilde{\Delta}) \cong \mathbb{R}^{d}$ is

$$
\pi_{\sigma}: y^{\sigma}=\left(y_{1}, \cdots, y_{d}\right) \in U_{\sigma} \mapsto{ }^{A_{\sigma}} y^{\sigma} \in \mathbb{R}^{d}
$$

Lemma 6 Let $L=\left(\mathbf{l}_{1}, \ldots, \mathbf{l}_{d}\right)$ be any regular $d \times d$ matrix, where $d$ dimensional vectors $\mathbf{1}_{i}$ are in $\mathbb{Z}_{+}^{d}$.

Set $\sigma_{L}=\sum_{i=1}^{d} \mathbb{R}_{+} \mathbf{1}_{i}$.
Then there is a refinement fan $\Delta$ of $\tilde{\Delta}$ in (3) such that $\sigma_{L} \in \Delta$.
Proof Set $\mathbf{e}=(1, \ldots, 1)^{T}$ and $\rho_{i}=\left\langle\mathbf{e}, \mathbf{l}_{i}\right\rangle$ for $i=1, \ldots, d$. Let $\Gamma=$ $\cap_{i=1}^{d}\left\{\mathbf{u} \in \mathbb{R}^{d} \mid\left\langle\mathbf{u}, \mathbf{l}_{i}\right\rangle \geq \rho_{i}\right\} \cap_{i=1}^{d}\left\{\mathbf{u} \in \mathbb{R}^{d} \mid\left\langle\mathbf{u}, \mathbf{e}_{i}\right\rangle \geq 0\right\}$. Then by Theorem 5 , $\Delta=\left\{\sigma_{F} \mid F\right.$ is a face of $\left.\Gamma\right\}$ is a fan where $\sigma_{F}=\left\{\mathbf{v} \in \mathbb{R}^{d} \mid \Gamma(\mathbf{v}) \supset F\right\}$. Let $F=\Gamma\left(\mathbf{l}_{1}+\cdots+\mathbf{l}_{d}\right)=\left\{\mathbf{u} \in \Gamma \mid\left\langle\mathbf{u}, \mathbf{l}_{1}+\cdots+\mathbf{l}_{d}\right\rangle=\min _{\mathbf{u}^{\prime} \in \Gamma}\left\langle\mathbf{u}^{\prime}, \mathbf{l}_{1}+\cdots+\mathbf{l}_{d}\right\rangle\right\}=$ $\cap_{i=1}^{d}\left\{\mathbf{u} \in \Gamma \mid\left\langle\mathbf{u}, \mathbf{l}_{i}\right\rangle=\rho_{i}\right\}$. Since $L$ is regular, $F=\{\mathbf{e}\}$. We will show that $\sigma_{L}=\sigma_{F} \in \Delta$. The fact $\mathbf{e} \in \Gamma\left(\mathbf{l}_{i}\right)$ yields $\sigma_{L} \subset \sigma_{F}$. Suppose $\mathbf{v} \in \sigma_{F} \backslash \sigma_{L}$ and $\mathbf{v}=r_{1} \mathbf{l}_{1}+\cdots+r_{d} \mathbf{l}_{d}$ for $r_{i} \in \mathbb{R}$. Then some $r_{i}$ are minus. Assume that $r_{i_{1}}<0$. Let $\mathbf{u}_{1}$ be a vector satisfying $\left\langle\mathbf{u}_{1}, \mathbf{l}_{i}\right\rangle=0$ for $i \neq i_{1}$ and $\left\langle\mathbf{u}_{1}, \mathbf{l}_{i_{1}}\right\rangle=1$. For a large number $I$, we have $\mathbf{e}+\mathbf{u}_{1} / I \in \Gamma$ and $\langle\mathbf{e}, \mathbf{v}\rangle=$ $\left.\sum_{i=1}^{d} r_{i} \rho_{i}\right\rangle\left\langle\mathbf{e}+\mathbf{u}_{1} / I, \mathbf{v}\right\rangle=\sum_{i=1}^{d} r_{i} \rho_{i}+r_{i_{1}} / I$. This is a contradiction to $\mathbf{v} \in \sigma_{F}$, i.e., $\mathbf{e} \in \Gamma(\mathbf{v})$. Therefore $\sigma_{F}=\sigma_{L}$. Finally we show that $\Delta$ is a refinement of $\tilde{\Delta}$. Let $F$ be any face of $\Gamma$. If $\sigma_{F} \not \subset \sum_{i=1}^{d} \mathbb{R}_{+} \mathbf{e}_{i}$, then there is a vector $\mathbf{v}=\left(v_{1}, \ldots, v_{d}\right)^{T} \in \sigma_{F}$ with some $v_{i_{0}}<0$. For any large number $I, \mathbf{e}+I \mathbf{e}_{i_{0}} \in \Gamma$ and $\left\langle\mathbf{e}+I \mathbf{e}_{i_{0}}, \mathbf{v}\right\rangle \rightarrow-\infty$ as $I \rightarrow \infty$. This is a contradiction to $\langle\mathbf{u}, \mathbf{v}\rangle=\min _{\mathbf{u}^{\prime} \in \Gamma}\left\langle\mathbf{u}^{\prime}, \mathbf{v}\right\rangle$ for any $\mathbf{u} \in F$. Therefore $\sigma_{F} \subset \sum_{i=1}^{d} \mathbb{R}_{+} \mathbf{e}_{i}$. Since $\min _{\mathbf{u}^{\prime} \in \Gamma}\left\langle\mathbf{u}^{\prime}, \mathbf{e}_{i}\right\rangle \geq 0$, we have $\Gamma\left(\mathbf{e}_{i}\right)=\left\{\mathbf{u} \in \Gamma \mid\left\langle\mathbf{u}, \mathbf{e}_{i}\right\rangle=\min _{\mathbf{u}^{\prime} \in \Gamma}\left\langle\mathbf{u}^{\prime}, \mathbf{e}_{i}\right\rangle\right\} \neq \phi$. Therefore $\sigma_{\Gamma\left(\mathbf{e}_{i}\right)} \supset \mathbb{R}_{+} \mathbf{e}_{i}$. That is, $\cup_{F} \sigma_{F}=\sum_{i=1}^{d} \mathbb{R}_{+} \mathbf{e}_{i}$. Q.E.D.

If a regular function $f(x) \neq 0, x \in \mathbb{R}^{d}$ is non-degenerate with respect to its Newton polyhedron $\Gamma_{+}$and if $c=\min \left\{c^{\prime} \geq 0: c^{\prime} \mathbf{e} \in \Gamma_{+}\right\}>1$ then we have $c_{0}(f)=1 / c$ and $\theta_{0}(f)=\min \left\{d, \theta^{\prime}\right\}$, where $\mathbf{e}=(1, \ldots, 1)^{t}$ and $\theta^{\prime}$ is the number of faces $T \ni c \mathbf{e}$ with dimension $d-1$ of $\Gamma_{+}[12]$.

## Remark 3 Let

$$
f_{1}=u_{1}^{s_{11}} u_{2}^{s_{12}} \cdots u_{d}^{s_{1 d}}, f_{2}=u_{1}^{s_{21}} u_{2}^{s_{22}} \cdots u_{d}^{s_{2 d}}, \cdots, f_{p}=u_{1}^{s_{p 1}} u_{2}^{s_{p 2}} \cdots u_{d}^{s_{p d}}
$$

$g=u_{1}^{t_{1}} u_{2}^{t_{2}} \cdots u_{d}^{t_{d}} \mathrm{~d} u$ and $\Gamma_{+}$be the Newton diagram of $f_{1}^{2}+\cdots+f_{p}^{2}$.

Let $c=\min \left\{c^{\prime} \geq 0: c^{\prime}(\mathbf{t}+\mathbf{e}) \in \Gamma_{+}\right\}$and $\theta=\min \left\{d, \theta^{\prime}\right\}$, where $\mathbf{e}=$ $(1, \ldots, 1)^{t}, \mathbf{t}=\left(t_{1}, \ldots, t_{d}\right)^{t}$ and $\theta^{\prime}$ is the number of faces $T \ni c(\mathbf{t}+\mathbf{e})$ with dimension $d-1$ of $\Gamma_{+}$.

Then, the largest pole of $\int$ near ${ }_{0}\left(f_{1}^{2}+\cdots+f_{p}^{2}\right)^{z} g$ is $1 / c$ and its order is $\theta$. In this case, the condition $c>1$ is not necessary.

Corollary 1 Let $f_{\alpha}\left(x_{1}^{(\alpha)}, \ldots, x_{d_{\alpha}}^{(\alpha)}\right) \geq 0$ be a regular function and $c_{w_{\alpha}^{*}}\left(f_{\alpha}\right)=$ $c_{\alpha}, \theta_{w_{\alpha}^{*}}\left(f_{\alpha}\right)=\theta_{\alpha}$, for $\alpha=1, \ldots, r$.

Then for $f\left(x_{1}^{(1)}, \ldots, x_{d_{1}}^{(1)}, \ldots, x_{1}^{(r)}, \ldots, x_{d_{r}}^{(r)}\right)=\sum_{\alpha=1}^{r} f_{\alpha}$ and $w^{*}=\left(w_{1}^{*}, \ldots, w_{r}^{*}\right)$, we have $c_{w^{*}}(f)=\sum_{\alpha=1}^{r} c_{\alpha}, \theta_{w^{*}}(f)=\sum_{\alpha=1}^{r}\left(\theta_{\alpha}-1\right)+1$.
(Proof)
By blowing ups at $w_{\alpha}^{*}$, we may set
on one of local analytic coordinate systems and

$$
c_{\alpha}=\frac{t_{1}^{(\alpha)}+1}{2 s_{1}^{(\alpha)}}=\cdots=\frac{t_{\theta_{\alpha}}^{(\alpha)}+1}{2 s_{\theta_{\alpha}}^{(\alpha)}}<\frac{t_{i}^{(\alpha)}+1}{2 s_{i}^{(\alpha)}}, \text { for } i \geq \theta_{\alpha}+1
$$

Let $d=\sum_{\alpha=1}^{r} d_{\alpha}$ and

$$
L=\left(\mathbf{l}_{1}, \cdots, \mathbf{l}_{d}\right)=\left(\begin{array}{cccc}
l_{11}^{(1)} & l_{12}^{(1)} & \cdots & l_{1 d}^{(1)} \\
\vdots & \vdots & \cdots & \vdots \\
l_{d_{1} 1}^{(1)} & l_{d_{1} 2}^{(1)} & \cdots & l_{d_{1} d}^{(1)} \\
\vdots & \vdots & \cdots & \vdots \\
l_{11}^{(r)} & l_{12}^{(r)} & \cdots & l_{1 d}^{(r)} \\
\vdots & \vdots & \cdots & \vdots \\
l_{d_{r} 1}^{(r)} & l_{d_{r} 2}^{(r)} & \cdots & l_{d_{r} d}^{(r)}
\end{array}\right), l_{i j}^{(\alpha)} \in \mathbb{N} .
$$

Set the mapping by

$$
u={ }^{L} u^{\prime}=\left(u_{1}^{\prime l_{11}^{(1)}} u_{2}^{\prime l_{12}^{(1)}} \cdots u_{d}^{l_{1 d}^{(1)}}, u_{1}^{l l_{21}^{(1)}} u_{2}^{\prime l_{22}^{(1)}} \cdots u_{d}^{\prime l_{2 d}^{(1)}}, \cdots, u_{1}^{l_{d r 1}^{(r)}} u_{2}^{\prime l_{d r 2}^{(r)}} \cdots u_{d}^{l_{d r d}^{(r)}}\right)
$$

for $u^{\prime}=\left(u_{1}^{\prime}, \cdots, u_{d}^{\prime}\right)$.

Then we have

$$
\begin{aligned}
& =\left(\sum_{\alpha=1}^{r} u_{1}^{\prime 2 \sum_{i=1}^{d_{\alpha}} s_{i}^{(\alpha)} l_{i 1}^{(\alpha)}} \cdots u_{d}^{\prime 2 \sum_{i=1}^{d_{\alpha}} s_{i}^{(\alpha)} l_{i d}^{(\alpha)}}\right)^{z} u_{1}^{\prime \sum_{\alpha=1}^{r} \sum_{i=1}^{d_{\alpha}}\left(t_{i}^{(\alpha)}+1\right) l_{i 1}^{(\alpha)}-1} \\
& \cdots u_{d}^{\prime \sum_{\alpha=1}^{r} \sum_{i=1}^{d_{\alpha}\left(t_{i}^{(\alpha)}+1\right) l_{i d}^{(\alpha)}-1} \mathrm{~d} u^{\prime},}
\end{aligned}
$$

on a local coordinate system $u^{\prime}$.
If $L$ is related with a face $\sigma(L)$ with dimension $d$ of a refinement of the fan defined by the Newton diagram of $\sum_{\alpha=1}^{r} u_{1}^{(\alpha)^{2 s_{1}^{(\alpha)}}} u_{2}^{(\alpha)^{2 s_{2}}} \cdots u_{d_{\alpha}}^{(\alpha)}{ }^{2 s_{d_{\alpha}}^{(\alpha)}}$, then there exists $\alpha_{0}$ such that $\sum_{i=1}^{d_{\alpha 0}} s_{i}^{\left(\alpha_{0}\right)} l_{i j}^{\left(\alpha_{0}\right)} \leq \sum_{i=1}^{d_{\alpha}} s_{i}^{(\alpha)} l_{i j}^{(\alpha)}$, for $\alpha=1, \ldots, r$ and $j=1, \ldots, d$. Therefore, we have poles

$$
\lambda_{j}:=\frac{\sum_{\alpha=1}^{r} \sum_{i=1}^{d_{\alpha}}\left(t_{i}^{(\alpha)}+1\right) l_{i j}^{(\alpha)}}{2 \sum_{i=1}^{d_{\alpha_{0}}} s_{i}^{\left(\alpha_{0}\right)} l_{i j}^{\left(\alpha_{0}\right)}}, j=1, \ldots, d,
$$

on a local coordinate system $u^{\prime}$.
We have

$$
\lambda_{j} \geq \sum_{\alpha=1}^{r} \frac{\sum_{i=1}^{d_{\alpha}}\left(t_{i}^{(\alpha)}+1\right) l_{i j}^{(\alpha)}}{2 \sum_{i=1}^{d_{\alpha}} s_{i}^{(\alpha)} l_{i j}^{(\alpha)}} \geq \sum_{\alpha=1}^{r} c_{\alpha},
$$

and $\lambda_{j}=\sum_{\alpha=1}^{r} c_{\alpha}$, if and only if
(a) $l_{i j}^{(\alpha)}=0, i \geq \theta_{\alpha}+1,1 \leq \alpha \leq r$,
(b) $\sum_{i=1}^{d_{1}} s_{i}^{(1)} l_{i j}^{(1)}=\cdots=\sum_{i=1}^{d_{r}} s_{i}^{(r)} l_{i j}^{(r)}$.

We can choose $\sum_{\alpha=1}^{r} \theta_{\alpha}-(r-1)$ independent vectors $\mathbf{l}_{j}$ satisfing (a) and (b) by using Lemma 6 , and this fact completes the proof.
Q.E.D.
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