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#### Abstract

In this paper, we obtain the asymptotic forms of the generalization errors for some three layered learning models in Bayesian estimation. The generalization error measures how precisely learning models can approximate true density functions which produce learning data. We use a recursive blowing up process for analyzing the Kullback function of the learning model. Then, we have the maximum pole of its zeta function which is defined by the integral of the Kullback function and an a priori probability density function. In [1, 2], it was proved that the maximum pole of the zeta function asymptotically gives the generalization error of the hierarchical learning model.
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## 1 Introduction

Hierarchical learning models are such as a layered neural network, reduced rank regression, a normal mixture model and a Boltzmann machine. These are known as effective learning models for analyzing complicated data practically. Therefore the generalization errors (learning efficiency) of these models may be smaller than those of regular statistical models. However, their generalization errors cannot be analyzed by using classic theories of regular statistical models, for example, model selection methods AIC[3], TIC[4], HQ[5], NIC[6], BIC[7], MDL[8], since their Fisher matrix functions are singular. For most examples, only upper bounds of their generalization errors were calculated but not the exact values. These models are called non-regular.

There are usually considered to be direct and inverse problems. The direct problem would be to solve the generalization error with a known true density function. The inverse problem is to find proper learning models and learning algorithms to minimize the generalization error under the condition of an unknown true density function. The inverse problem is important for practical usage, but in order to tackle the inverse problem, first the direct problem has to
be solved. So it is necessary and crucial to construct fundamental mathematical theories for solving the direct problem. Recently, it was proved that the maximum poles of the zeta functions for hierarchical learning models asymptotically give their generalization errors as follows [1, 2]. Let $x$ be an input with a probability density function $q(x)$ and $y$ an output. We assume that $n$ training samples $\left\{x_{i}\right\}_{i=1}^{n}$ are randomly selected from $q(x)$ and that $\left\{y_{i}\right\}_{i=1}^{n}$ are obtained by the conditional probability density function $q(y \mid x)$. Let $\left(x^{n}, y^{n}\right):=\left\{\left(x_{i}, y_{i}\right)\right\}_{i=1}^{n}$. The aim of the learning system is to estimate the function $q(y \mid x)$ by using $\left(x^{n}, y^{n}\right)$. Let us consider a learning model $p(y \mid x, w)$ which infers a probabilistic output $y$ from a given input $x$, where $w$ is a parameter. Fix an a priori probability density function $\psi(w)$ on the parameter set $W$. Then, the a posteriori probability density function $p\left(w \mid\left(x^{n}, y^{n}\right)\right)$ is written by

$$
p\left(w \mid\left(x^{n}, y^{n}\right)\right)=\frac{1}{Z_{n}} \psi(w) \prod_{i=1}^{n} p\left(y_{i} \mid x_{i}, w\right)
$$

where $Z_{n}=\int_{W} \psi(w) \prod_{i=1}^{n} p\left(y_{i} \mid x_{i}, w\right) \mathrm{d} w$. So the average inference $p\left(y \mid x,\left(x^{n}, y^{n}\right)\right)$ of the Bayesian density function is given by

$$
p\left(y \mid x,\left(x^{n}, y^{n}\right)\right)=\int p(y \mid x, w) p\left(w \mid\left(x^{n}, y^{n}\right)\right) \mathrm{d} w
$$

Here we define a measure function between the true density function $q(y \mid x)$ and the predictive density function $p\left(y \mid x,\left(x^{n}, y^{n}\right)\right)$ :

$$
K(q \| p)=\int q(y \mid x) \log \frac{q(y \mid x)}{p\left(y \mid x,\left(x^{n}, y^{n}\right)\right)} q(x) \mathrm{d} x \mathrm{~d} y
$$

This function is always positive and satisfies $K(q \| p)=$ 0 if and only if $q(y \mid x)=p\left(y \mid x,\left(x^{n}, y^{n}\right)\right)$. The expectation value of that function over training samples is called the generalization error. It clarifies how precisely $p\left(y \mid x,\left(x^{n}, y^{n}\right)\right)$ can approximate $q(y \mid x)$. Assume that the true probability density function $q(y \mid x)$ is expressed by $q(y \mid x)=p\left(y \mid x, w^{*}\right)$, where $w^{*}$ is constant. Let $G(n)$ be the generalization error :
$G(n)=E_{n}\left\{\int p\left(y \mid x, w^{*}\right) \log \frac{p\left(y \mid x, w^{*}\right)}{p\left(y \mid x,\left(x^{n}, y^{n}\right)\right)} q(x) \mathrm{d} x \mathrm{~d} y\right\}$, where $E_{n}\{\cdot\}$ is the expectation value over the set of $n$ training samples. Define the zeta function $J(z)$ of a complex variable $z$ for the learning model by

$$
J(z)=\int K(w)^{z} \psi(w) \mathrm{d} w
$$

where $K(w)$ is the Kullback function:

$$
K(w)=\int p\left(y \mid x, w^{*}\right) \log \frac{p\left(y \mid x, w^{*}\right)}{p(y \mid x, w)} q(x) \mathrm{d} x \mathrm{~d} y
$$

Then, for the maximum pole $-\lambda$ of $J(z)$ and its order $\theta$, we have

$$
\begin{equation*}
G(n) \cong \lambda / n-(\theta-1) /(n \log n) \text { as } n \rightarrow \infty \tag{1}
\end{equation*}
$$

Therefore, our aim is to obtain $\lambda$ and $\theta$. The values $\lambda$ and $\theta$ can be calculated by using a blowing up process.

In spite of those mathematical foundations, the main terms of most generalization errors are unknown by the following reasons. By Hironaka's Theorem [9], it is known that the desingularization of an arbitrary polynomial can be obtained by using a blowing up process. However the desingularization of any polynomial in general, although it is known as a finite process, is very difficult. Furthermore, most of the Kullback functions are degenerate (over $\mathbb{R}$ ) with respect to their Newton polyhedrons, singularities of the Kullback functions are not isolated, and the Kullback functions are not simple polynomials, i.e., they have parameters, for example, $M, H$ and $N$ of

$$
\sum_{n=1}^{H} \sum_{k=1}^{M} \sum_{j=1}^{N}\left(\sum_{i=1}^{H} a_{k i} b_{i j}^{2 n-1}\right)^{2}
$$

whose learning model is one of three layered neural networks. Therefore, to obtain the desingularization of the Kullback functions is a new problem even in mathematics, since these singularities are very complicated and so most of them have not been investigated so far.

In this paper, we consider the zeta functions

$$
\begin{align*}
\int \Psi= & \int\left(\sum_{n=1}^{H} \sum_{k=1}^{M} \sum_{j=1}^{N}\left(\sum_{i=1}^{H} a_{k i} b_{i j}^{p(n-1)+1}\right)^{2}\right)^{z} \\
& \prod_{k=1}^{M} \prod_{i=1}^{H^{\prime}} \mathrm{d} a_{k i} \prod_{i=1}^{H^{\prime}} \prod_{j=1}^{N} \mathrm{~d} b_{i j} \tag{2}
\end{align*}
$$

where $M, N, H, H^{\prime}, p$ are natural numbers with $H^{\prime} \leq$ $H \leq 2 H^{\prime}$ and $a_{k i}, b_{i j}$ for $i>H^{\prime}$ are all constants. The three layered neural network with $N$ input units, $H^{\prime}$ hidden units and $M$ output units has the zeta function $\int \Psi$ with $p=2$, if it is trained for estimating the true distribution with $H-H^{\prime}$ hidden units. Also a normal mixture model has the zeta function $\int \Psi$ with $p=1, M=1$, $\sum_{j=1}^{H^{\prime}} a_{1 j}=1$ and $\sum_{j=H^{\prime}+1}^{H} a_{1 j}=-1$ [10].

In this paper, we consider the case of $H^{\prime}=2$ and arbitrary $M, N$ by using a recursive blowing up process.

We already have $\lambda$ and $\theta$ if $M=N=1$ and any $H$, $H^{\prime}$ in [11] and [12]. In the paper [13], we have clarified $\lambda$ and $\theta$ of the reduced rank regression which is the three layered neural network with linear hidden units. This model is the case of

$$
\int\left(\sum_{k=1}^{M} \sum_{j=1}^{N}\left(\sum_{i=1}^{H} a_{k i} b_{i j}\right)^{2}\right)^{z} \prod_{k=1}^{M} \prod_{i=1}^{H^{\prime}} \mathrm{d} a_{k i} \prod_{i=1}^{H^{\prime}} \prod_{j=1}^{N} \mathrm{~d} b_{i j}
$$

## 2 Resolution of singularities

In this section, we introduce Hironaka's Theorem [9] on the resolution of singularities and construction of blowing up. Blowing up is a main tool in the resolution of singularities of an algebraic variety.
Theorem[Hironaka [9]]
Let $f$ be a real analytic function in a neighborhood of $w=\left(w_{1}, \cdots, w_{d}\right) \in \mathbf{R}^{d}$ with $f(w)=0$. There exists an open set $V \ni w$, a real analytic manifold $U$ and a proper analytic map $\mu$ from $U$ to $V$ such that
(1) $\mu: U-\mathcal{E} \rightarrow V-f^{-1}(0)$ is an isomorphism, where $\mathcal{E}=\mu^{-1}\left(f^{-1}(0)\right)$,
(2) for each $u \in U$, there are local analytic coordinates $\left(u_{1}, \cdots, u_{n}\right)$ such that $f(\mu(u))= \pm u_{1}^{s_{1}} u_{2}^{s_{2}} \cdots u_{n}^{s_{n}}$, where $s_{1}, \cdots, s_{n}$ are non-negative integers.

Next we explain blowing up along a manifold used in this paper. Define a manifold $\mathcal{M}$ by gluing $k$ open sets $U_{i} \cong \mathbf{R}^{d}, i=1,2, \cdots, k(d \geq k)$ as follows.

Denote a coordinate of $U_{i}$ by $\left(\xi_{1 i}, \cdots, \xi_{d i}\right)$.
Define an equivalence relation
$\left(\xi_{1 i}, \xi_{2 i}, \cdots, \xi_{d i}\right) \sim\left(\xi_{1 j}, \xi_{2 j}, \cdots, \xi_{d j}\right)$
at $\xi_{j i} \neq 0$ and $\xi_{i j} \neq 0$, by $\xi_{i j}=1 / \xi_{j i}, \xi_{j j}=\xi_{i i} \xi_{j i}, \xi_{h j}=$ $\xi_{h i} / \xi_{j i}(1 \leq h \leq k, h \neq i, j), \xi_{\ell j}=\xi_{\ell i}(k+1 \leq \ell \leq d)$, and set $\mathcal{M}=\coprod_{i=1}^{k} U_{i} / \sim$.

Also define $\pi: \mathcal{M} \rightarrow \mathbf{R}^{d}$ by

$$
\begin{aligned}
& U_{i} \ni\left(\xi_{1 i}, \cdots, \xi_{n i}\right) ; \\
& \mapsto\left(\xi_{i i} \xi_{1 i}, \cdots, \xi_{i i} \xi_{i-1 i}, \xi_{i i}, \xi_{i i} \xi_{i+1 i}, \cdots, \xi_{i i} \xi_{k i}\right. \\
& \left.\xi_{k+1 i}, \cdots, \xi_{d i}\right) .
\end{aligned}
$$

This map is well-defined and called blowing up along

$$
\begin{array}{r}
X=\left\{\left(w_{1}, \cdots, w_{k}, w_{k+1}, \cdots, w_{d}\right) \in \mathbf{R}^{d} \mid\right. \\
\left.w_{1}=\cdots=w_{k}=0\right\} .
\end{array}
$$

The blowing map satisfies
(1) $\pi: \mathcal{M} \rightarrow \mathbf{R}^{d}$ is proper and
(2) $\pi: \mathcal{M}-\pi^{-1}(X) \rightarrow \mathbf{R}^{d}-X$ is isomorphic.

## 3 Main Results

Define the norm of a matrix $C=\left(c_{i j}\right)$ by $\|C\|=$ $\sqrt{\sum_{i, j}\left|c_{i j}\right|^{2}}$.

For simplicity, we use the notation $\mathrm{d} a$ instead of $\prod_{i=1}^{M} \prod_{j=1}^{H} \mathrm{~d} a_{i j}$ for $a=\left(a_{i j}\right)$.
Main Theorem 1 Let $A=\left(\begin{array}{cc}a_{11} & a_{12} \\ a_{21} & a_{22} \\ & \vdots \\ a_{M 1} & a_{M 2}\end{array}\right), B_{j}=$
$\left(\begin{array}{cc}b_{1 j} & b_{1 j}^{p+1} \\ b_{2 j} & b_{2 j}^{p+1} \\ \text { Set }\end{array}\right)$ and $B=\left(B_{1}, \cdots, B_{N}\right)$.
Set

$$
\begin{equation*}
\Psi=\|A B\|^{2 z} \mathrm{~d} a \mathrm{~d} b \tag{3}
\end{equation*}
$$

then the maximum pole $-\lambda$ of $\int_{\|A B\|<1} \Psi$ and its order $\theta$ are as follows.
(a)
(i) If $N \geq M+1$ then $\lambda=M$ and $\theta=1$.
(ii) If $N=M$ then $\lambda=\frac{2 N+p(M+N-1)}{2(p+1)}$ and $\theta=1$.
(iii) If $N=M-1$ then $\lambda=N$ and $\theta=2$.
(iv) If $N<M-1$ then $\lambda=N$ and $\theta=1$.
(b) The case of $a_{k 1}+a_{k 2}=1$.
(i) If $N>M+p$ then $\lambda=\frac{M+N}{2}$ and $\theta=1$.
(ii) If $N=M+p$ then $\lambda=\frac{2}{2+N}$ and $\theta=2$.
(iii) If $M-1<N<M+p$ then $\lambda=\frac{2 N+p(M+N-1)}{2(p+1)}$ and $\theta=1$.
(iv) If $N=M-1$ then $\lambda=N$ and $\theta=2$.
(v) If $N<M-1$ then $\lambda=N$ and $\theta=1$.

Main Theorem 2 Let $A=\left(\begin{array}{ccc}a_{11} & a_{12} & a_{13}^{*} \\ a_{21} & a_{22} & a_{23}^{*} \\ & \vdots & \\ a_{M 1} & a_{M 2} & a_{M 3}^{*}\end{array}\right)$,
$B_{j}=\left(\begin{array}{ccc}b_{1 j} & b_{1 j}^{p+1} & b_{1 j}^{2 p+1} \\ b_{2 j} & b_{2 j}^{p+1} & b_{2 j}^{2 p+1} \\ b_{3 j}^{*} & b_{3 j}^{*}{ }^{p+1} & b_{3 j}^{*}{ }^{2 p+1}\end{array}\right), B=\left(B_{1}, \cdots, B_{N}\right)$ and $a_{k 3}^{*}, b_{3 j}^{*}$ for all $k, j$ are constants. Suppose $a_{k 3}^{*} b_{3 j}^{*} \neq 0$ for some $k$ and $j$.

Set

$$
\begin{equation*}
\Psi=\|A B\|^{2 z} \mathrm{~d} a \mathrm{~d} b \tag{4}
\end{equation*}
$$

then the maximum pole $-\lambda$ of $\int_{\|A B\|<1} \Psi$ and its order $\theta$ are as follows.

Let $N_{1}$ be the number of the set $\left\{j \mid b_{3 j}^{*} \neq 0\right\}$.
(a)
(i) If $N>M+\frac{p+1}{2}$ then $\lambda=\frac{2 M+N}{2}$ and $\theta=1$.
(ii) If $N_{1}=1$ and $N=M+\frac{p+1}{2}$ (or $N=M+\frac{p}{2}$ ) then $\lambda=\frac{2 M+N}{2}$ and $\theta=2$.
(iii) If $N_{1}=1, M+1 \leq N<M+\frac{p+1}{2}$ and $p$ is odd then $\lambda=\frac{3 M+3 N-1+(p-1)(4 M+2 N-1) / 2}{2(p+1)}$ and $\theta=1$.
(iv) If $N_{1}=1, M+1 \leq N<M+\frac{p}{2}$ and $p$ is even then $\lambda=\frac{3 M+3 N-1+(4 M+2 N-1)(p / 2-1)}{2 p}$ and $\theta=1$.
(v) If $N_{1} \geq 2$ and $M+1<N$ then $\lambda=\frac{2 M+N}{2}$ and $\theta=1$.
(vi) If $N_{1} \geq 2$ and $M+1=N$ then $\lambda=\frac{2 M+N}{2}$ and $\theta=2$.
(vii) If $N=M$ then $\lambda=\frac{3 M+3 N-1}{4}$ and $\theta=1$.
(viii) If $N=M-1$ then $\lambda=\frac{M+2 N}{2}$ and $\theta=2$.
(ix) If $N<M-1$ then $\lambda=\frac{M+2 N}{2}$ and $\theta=1$.
(b) The case of $a_{k 1}+a_{k 2}=1$ and $a_{k 3}^{*}=-1$.
(i) If $N>M+\frac{p+1}{2}$ then $\lambda=\frac{M+N}{2}$ and $\theta=1$.
(ii) If $N_{1}=1$ and $N=M+\frac{p+1}{2}$ (or $N=M+\frac{p}{2}$ ) then $\lambda=\frac{M+N}{2}$ and $\theta=2$.
(iii) If $N_{1}=1, M+1 \leq N<M+\frac{p+1}{2}$ and $p$ is odd then $\lambda=\frac{M+3 N-1+(p-1)(2 M+2 N-1) / 2}{2(p+1)}$ and $\theta=1$.
(iv) If $N_{1}=1, M+1 \leq N<M+\frac{p}{2}$ and $p$ is even then $\lambda=\frac{M+3 N-1+(2 M+2 N-1)(p / 2-1)}{2 p}$ and $\theta=1$.
(v) If $N_{1} \geq 2$ and $M+1<N$ then $\lambda=\frac{M+N}{2}$ and $\theta=1$.
(vi) If $N_{1} \geq 2$ and $M+1=N$ then $\lambda=\frac{M^{2}+N}{2}$ and $\theta=2$.
(vii) If $N=M$ then $\lambda=\frac{M+3 N-1}{4}$ and $\theta=1$.
(viii) If $N=M-1$ then $\lambda=N$ and $\theta=2$.
(ix) If $N<M-1$ then $\lambda=N$ and $\theta=1$.

Here we show two examples which have the zeta function $\int \Psi$ in (2).

## Example 1

Consider the three layered neural network with $N$ input units, $H^{\prime}$ hidden units and $M$ output units which is trained for estimating the true distribution with $H-H^{\prime}$ hidden units. Denote an input value by $x=\left(x_{j}\right) \in \mathbb{R}^{N}$ with a probability density function $q(x)$ which has a compact support $\tilde{W}$. Then an output value $y=\left(y_{k}\right) \in \mathbb{R}^{M}$ of the three layered neural network is given by $y_{k}=f_{k}(x, w)+$ (noise), where $w=\left\{a_{k i}, b_{i j} ; 1 \leq k \leq M, 1 \leq i \leq H^{\prime}, 1 \leq j \leq\right.$ $N\}$ and

$$
f_{k}(x, w)=\sum_{i=1}^{H^{\prime}} a_{k i} \tanh \left(\sum_{j=1}^{N} b_{i j} x_{j}\right)
$$

Consider a statistical model

$$
p(y \mid x, w)=\frac{1}{(2 \pi)^{M / 2}} \exp \left(-\frac{1}{2}\|y-f(x, w)\|^{2}\right)
$$

Assume that the true distribution

$$
p\left(y \mid x, w^{*}\right)=\frac{1}{(2 \pi)^{M / 2}} \exp \left(-\frac{1}{2}\left\|y-f\left(x, w^{*}\right)\right\|^{2}\right)
$$

is included in the learning model, where $w^{*}=$ $\left\{a_{k i}^{*}, b_{i j}^{*} ; 1 \leq k \leq M, H^{\prime}+1 \leq i \leq H, 1 \leq j \leq N\right\}$ and $f_{k}\left(x, w^{*}\right)=\sum_{i=H^{\prime}+1}^{H}\left(-a_{k i}^{*}\right) \tanh \left(\sum_{j=1}^{N} b_{i j}^{*} x_{j}\right)$. Suppose that an a priori probability density function $\psi(w)$ is a $C^{\infty}$ - function with a compact support $W$ where $\psi\left(w^{*}\right)>$ 0 . Then it has the zeta function $\int \Psi$ in (2) with $p=2$.

This is proved by using a Taylor expansion together with Lemma 5 in [1].

## Example 2

We consider the normal mixture model

$$
p(x \mid w)=\frac{1}{(2 \pi)^{N / 2}} \sum_{i=1}^{H^{\prime}} a_{1 i} \exp \left(-\frac{\sum_{j=1}^{N}\left(x_{j}-b_{i j}\right)^{2}}{2}\right)
$$

where $w=\left\{a_{1 i}, b_{i j} ; 1 \leq i \leq H^{\prime}, 1 \leq j \leq N\right\}$ and $\sum_{i=1}^{H^{\prime}} a_{1 i}=1$. Set the true distribution by
$p\left(x \mid w^{*}\right)=\frac{1}{(2 \pi)^{N / 2}} \sum_{i=H^{\prime}+1}^{H}\left(-a_{1 i}^{*}\right) \exp \left(-\frac{\sum_{j=1}^{N}\left(x_{j}-b_{i j}^{*}\right)^{2}}{2}\right)$,
where $w^{*}=\left\{a_{1 i}^{*}, b_{i j}^{*} ; H^{\prime}+1 \leq i \leq H, 1 \leq j \leq N\right\}$ and $\sum_{i=H^{\prime}+1}^{H} a_{1 i}^{*}=-1$. Suppose that an a priori probability density function $\psi(w)$ is a $C^{\infty}$ - function with a compact support $W$ where $\psi\left(w^{*}\right)>0$. Then it has the zeta function $\int \Psi$ in (2) with $p=1$ and $M=1$ [10].

## 4 Proof of Main Theorem 1

We need the following inductive statement $(*)$ of $k$ for calculating poles by using a blowing up process.

$$
\begin{align*}
& \Psi^{*}=\left\{v_{11}^{2 k}\left(d_{11}^{2}+\cdots+d_{M 1}^{2}\right)\right.  \tag{*}\\
& \left.+v_{11}^{2 k}\left\|\left(\begin{array}{c}
a_{12} \\
a_{22} \\
\vdots \\
a_{M 2}
\end{array}\right)\left(B_{1}, \cdots, B_{N}\right)\right\|^{2}\right\}^{z} \\
& v_{11}^{2 N-1+(k-1)(M+N-1)} \mathrm{d} d \mathrm{~d} v \mathrm{~d} a \mathrm{~d} b,
\end{align*}
$$

where $B_{1}=v_{11}^{p+1-k} b_{21}^{\prime}$ and $B_{j}=b_{2 j}^{\prime}, j \geq 2$.
Construct blowing up of $\Psi$ in (3) along the submanifold $\left\{b_{i j}=0, i=1,2,1 \leq j \leq N\right\}$.

Let $b_{11}=v_{11}$ and $b_{i j}=v_{11} b_{i j}$ for $(i, j) \neq(1,1)$.
Then we have
$\Psi=\left\|\left(\begin{array}{cc}a_{11} & a_{12} \\ a_{21} & a_{22} \\ & \vdots \\ a_{M 1} & a_{M 2}\end{array}\right)\left(B_{1}, \cdots, B_{N}\right)\right\|^{2 z} v_{11}^{2 N-1} \mathrm{~d} v \mathrm{~d} a \mathrm{~d} b$,
where $B_{1}=\left(\begin{array}{cc}v_{11} & v_{11}^{p+1} \\ v_{11} b_{21} & v_{11}^{p+1} b_{21}^{p+1}\end{array}\right)$ and $B_{j}=$ $\left(\begin{array}{cc}v_{11} b_{1 j} & v_{11}^{p+1} b_{1 j}^{p+1} \\ v_{11} b_{2 j} & v_{11}^{p+1} b_{2 j}^{p+1}\end{array}\right), j \geq 2$.

By Lemmas 2 and 3 in [13], the maximum pole of $\int_{W} \Psi$ and its order are equal to those of $\int_{W} \Psi^{\prime}$, where
$\Psi^{\prime}=\left\|\left(\begin{array}{cc}a_{11} & a_{12} \\ a_{21} & a_{22} \\ & \vdots \\ a_{M 1} & a_{M 2}\end{array}\right)\left(B_{1}, \cdots, B_{N}\right)\right\|^{2 z} v_{11}^{2 N-1} \mathrm{~d} v \mathrm{~d} a \mathrm{~d} b$,

$B_{1}=\left(\right.$| $v_{11}$ | 0 |  |
| :---: | :---: | :---: |
| $v_{11} b_{21}$ | $\left.v_{11}^{p+1}\left\|\begin{array}{cc}1 & 1 \\ b_{21} & b_{21}^{p+1}\end{array}\right\|\right) \quad$ and 10. |  |

$B_{j}=\left(v_{11}\left|\begin{array}{cc}0 & 1 \\ b_{21} & b_{1 j} \\ b_{2 j}\end{array}\right| \quad v_{11}^{p+1}\left|\begin{array}{cc}0 & 1 \\ b_{21}^{p+1} & b_{1 j}^{p+1} \\ b_{2 j}^{p+1}\end{array}\right|\right)$,
$j \geq 2$.
We change the variables $d_{11}, \ldots, d_{M 1}$ from $a_{11}, \ldots, a_{M 1}$ by setting

$$
\left(\begin{array}{c}
d_{11} \\
d_{21} \\
\vdots \\
d_{M 1}
\end{array}\right)=\left(\begin{array}{cc}
a_{11} & a_{12} \\
a_{21} & a_{22} \\
& \vdots \\
a_{M 1} & a_{M 2}
\end{array}\right)\binom{1}{b_{21}}
$$

The case of $\mathbf{a}_{\mathbf{i} 1}+\mathbf{a}_{\mathbf{i} 2}=1$. If $a_{i 1}+a_{i 2}=1$, then $d_{i 1}=a_{i 1}\left(1-b_{21}\right)+b_{21}$. If $b_{21}=1$, then $d_{i 1}=1$, so blowing up is completed.
We obtain

$$
\begin{aligned}
& \Psi^{\prime}=\left\{v_{11}^{2}\left(d_{11}^{2}+\cdots+d_{M 1}^{2}\right)\right. \\
& \left.+v_{11}^{2}\left\|\left(\begin{array}{c}
a_{12} \\
a_{22} \\
\vdots \\
a_{M 2}
\end{array}\right)\left(B_{1}, \cdots, B_{N}\right)\right\|^{2}\right\}^{z} v_{11}^{2 N-1} \mathrm{~d} d \mathrm{~d} v \mathrm{~d} a \mathrm{~d} b,
\end{aligned}
$$

where
$B_{1}=v_{11}^{p}\left|\begin{array}{cc}1 & 1 \\ b_{21} & b_{21}^{p+1}\end{array}\right|$ and
$B_{j}=\left(\left|\begin{array}{cc}1 & b_{1 j} \\ b_{21} & b_{2 j}\end{array}\right| \quad v_{11}^{p}\left|\begin{array}{cc}1 & b_{1 j}^{p+1} \\ b_{21}^{p+1} & b_{2 j}^{p+1}\end{array}\right|\right), j \geq 2$.
Let $b_{21}^{\prime}=\left|\begin{array}{cc}1 & 1 \\ b_{21} & b_{21}^{p+1}\end{array}\right|$ and $b_{2 j}^{\prime}=\left|\begin{array}{cc}1 & b_{1 j} \\ b_{21} & b_{2 j}\end{array}\right|$.
Then
$B_{j}=\left(b_{2 j}^{\prime} \quad v_{11}^{p}\left(\left(b_{2 j}^{\prime}+b_{21} b_{1 j}\right)^{p+1}-\left(b_{21} b_{1 j}\right)^{p+1}\right)\right)$, $j \geq 2$.

Again by Lemmas 2 and 3 in [13], we set

$$
\begin{aligned}
& \Psi^{\prime \prime}=\left\{v_{11}^{2}\left(d_{11}^{2}+\cdots+d_{M 1}^{2}\right)\right. \\
& \left.+v_{11}^{2}\left\|\left(\begin{array}{c}
a_{12} \\
a_{22} \\
\vdots \\
a_{M 2}
\end{array}\right)\left(B_{1}, \cdots, B_{N}\right)\right\|\right\}^{2 z} v_{11}^{2 N-1} \mathrm{~d} d \mathrm{~d} v \mathrm{~d} a \mathrm{~d} b,
\end{aligned}
$$

where $B_{1}=v_{11}^{p} b_{21}^{\prime}$ and $B_{j}=b_{2 j}^{\prime}, j \geq 2$.
We have the inductive statement $(*)$ of $k=1$.
Construct blowing up of $\Psi^{*}$ along the submanifold $\left\{v_{11}=b_{22}^{\prime}=\cdots=b_{2 N}^{\prime}=d_{11}=\cdots=d_{M 1}=0\right\}$. Then we have (I), (II), (III) cases.
(I) Let $d_{11}=u_{11}, v_{11}=u_{11} v_{11}, b_{2 j}^{\prime}=u_{11} b_{2 j}^{\prime}$ for $j \geq 2$ and $d_{i 1}=u_{11} d_{i 1}$ for $i \geq 2$ in $\Psi^{*}$.

Then, we have

$$
\begin{aligned}
& \Psi^{\prime *}=\left\{v_{11}^{2 k} u_{11}^{2 k+2}\left(1+d_{21}^{2}+\cdots+d_{M 1}^{2}\right)+v_{11}^{2 k} u_{11}^{2 k+2}\right. \\
& \left.\left\|\left(\begin{array}{c}
a_{12} \\
a_{22} \\
\vdots \\
a_{M 2}
\end{array}\right)\left(B_{1}, \cdots, B_{N}\right)\right\|^{2}\right\}^{z} \\
& \times v_{11}^{2 N-1+(k-1)(M+N-1)} u_{11}^{2 N-1+k(M+N-1)} \mathrm{d} d \mathrm{~d} u \mathrm{~d} v \mathrm{~d} a \mathrm{~d} b,
\end{aligned}
$$

where $B_{1}=v_{11}^{p+1-k} u_{11}^{p-k} b_{21}^{\prime}$ and $B_{j}=b_{2 j}^{\prime}, j \geq 2$.
We have poles $-\frac{2 N+(k-1)(M+N-1)}{2 k}$ and $-\frac{2 N+k(M+N-1)}{2 k+2}$.
(II) Let $b_{22}^{\prime}=v_{22}, v_{11}=v_{22} v_{11}, b_{2 j}^{\prime}=v_{22} b_{2 j}^{\prime}$ for $j \geq 3$ and $d_{i 1}=v_{22} d_{i 1}$ for $i \geq 1$ in $\Psi^{*}$.

Then, we have

$$
\begin{aligned}
& \Psi^{\prime *}=\left\{v_{11}^{2 k} v_{22}^{2 k+2}\left(d_{11}^{2}+\cdots+d_{M 1}^{2}\right)\right. \\
& \left.+v_{11}^{2 k} v_{22}^{2 k+2}\left\|\left(\begin{array}{c}
a_{12} \\
a_{22} \\
\vdots \\
a_{M 2}
\end{array}\right)\left(B_{1}, \cdots, B_{N}\right)\right\|^{2}\right\}^{z} \\
& v_{11}^{2 N-1+(k-1)(M+N-1)} v_{22}^{2 N-1+k(M+N-1)} \mathrm{d} d \mathrm{~d} v \mathrm{~d} a \mathrm{~d} b
\end{aligned}
$$

where $B_{1}=v_{11}^{p+1-k} v_{22}^{p-k} b_{21}^{\prime}, B_{2}=1$ and $B_{j}=b_{2 j}^{\prime}, j \geq$ 3.

Again by using Lemmas 2 and 3 in [13], the maximum pole of $\int_{W} \Psi^{\prime *}$ and its order are equal to those of
$\int_{W} \Psi^{\prime \prime *}$, where

$$
\Psi^{\prime \prime *}=\left\{v_{11}^{2 k} v_{22}^{2 k+2}\left(d_{11}^{2}+\cdots+d_{M 1}^{2}\right)\right.
$$

$$
\left.+v_{11}^{2 k} v_{22}^{2 k+2}\left\|\left(\begin{array}{c}
a_{12} \\
a_{22} \\
\vdots \\
a_{M 2}
\end{array}\right)\right\|^{2}\right\}^{z}
$$

$v_{11}^{2 N-1+(k-1)(M+N-1)} v_{22}^{2 N-1+k(M+N-1)} \mathrm{d} d \mathrm{~d} v \mathrm{~d} a \mathrm{~d} b$.
The case of $\mathbf{a}_{\mathbf{i} 1}+\mathbf{a}_{\mathbf{i} 2}=1$. If $a_{i 1}+a_{i 2}=1$, then $a_{i 2}=\left(1-v_{11}^{2 k-2} v_{22}^{2 k} d_{i 1}\right) /\left(1-b_{21}\right)$. Therefore, it completes blowing up.

Construct blowing up of $\Psi^{\prime \prime *}$ along the submanifold $\left\{a_{12}=\cdots=a_{M 2}=d_{11}=\cdots=d_{M 1}=0\right\}$.

Let $d_{11}=u_{11}, d_{i 1}=u_{11} d_{i 1}$ for $i \geq 2$ and $a_{i 2}=$ $u_{11} a_{i 2}$ for $i \geq 1$ in $\Psi^{\prime \prime *}$.

Then

$$
\Psi^{\prime \prime \prime *}=\left\{v_{11}^{2 k} v_{22}^{2 k+2} u_{11}^{2}\left(1+d_{21}^{2}+\cdots+d_{M 1}^{2}\right)\right.
$$

$$
\left.+v_{11}^{2 k} v_{22}^{2 k+2} u_{11}^{2}\left\|\left(\begin{array}{c}
a_{12} \\
a_{22} \\
\vdots \\
a_{M 2}
\end{array}\right)\right\|^{2}\right\}^{z}
$$

$v_{11}^{2 N-1+(k-1)(M+N-1)} v_{22}^{2 N-1+k(M+N-1)} u_{11}^{2 M-1} \mathrm{~d} d \mathrm{~d} u \mathrm{~d} v \mathrm{~d} a \mathrm{~d} b$.
We have poles $-\frac{2 N+(k-1)(M+N-1)}{2 k}$,
$-\frac{2 N+k(M+N-1)}{2 k+2}$ and $-M$.
(III) Let $b_{2 j}^{\prime}=v_{11} b_{2 j}^{\prime}$ for $j \geq 2$ and $d_{i 1}=v_{11} d_{i 1}$ for $i \geq 1$ in $\Psi^{*}$.

Then, we have

$$
\begin{aligned}
& \Psi^{\prime *}=\left\{v_{11}^{2 k+2}\left(d_{11}^{2}+\cdots+d_{M 1}^{2}\right)\right. \\
& \left.+v_{11}^{2 k+2}\left\|\left(\begin{array}{c}
a_{12} \\
a_{22} \\
\vdots \\
a_{M 2}
\end{array}\right)\left(B_{1}, \cdots, B_{N}\right)\right\|^{2}\right\}^{z} \\
& v_{11}^{2 N-1+k(M+N-1)} \mathrm{d} d \mathrm{~d} v \mathrm{~d} a \mathrm{~d} b,
\end{aligned}
$$

where $B_{1}=v_{11}^{p-k} b_{21}^{\prime}$ and $B_{j}=b_{2 j}^{\prime}, j \geq 2$.
Therefore we have the inductive statement $(*)$ of $k+$ 1.

We finish induction at $k=p+1$ and we have

$$
\begin{aligned}
& \Psi_{p+1}^{*}=\left\{v_{11}^{2(p+1)}\left(d_{11}^{2}+\cdots+d_{M 1}^{2}\right)\right. \\
& \left.+v_{11}^{2(p+1)}\left\|\left(\begin{array}{c}
a_{12} \\
a_{22} \\
\vdots \\
a_{M 2}
\end{array}\right)\left(B_{1}, \cdots, B_{N}\right)\right\|^{2}\right\}^{z} \\
& v_{11}^{2 N-1+p(M+N-1)} \mathrm{d} d \mathrm{~d} v \mathrm{~d} a \mathrm{~d} b,
\end{aligned}
$$

where $B_{1}=b_{21}^{\prime}$ and $B_{j}=b_{2 j}^{\prime}, j \geq 2$.

Construct blowing up of $\Psi_{p+1}^{*}$ along the submanifold $\left\{b_{21}=\cdots=b_{2 N}=d_{11}=\cdots=d_{M 1}=0\right\}$. Then we need (I'), (II') cases.
(I') Let $b_{21}^{\prime}=v_{21}, b_{2 j}^{\prime}=v_{21} b_{2 j}^{\prime}$ for $j \geq 2$ and $d_{i 1}=v_{21} d_{i 1}$ for $i \geq 1$ in $\Psi_{p+1}^{*}$.

Then, we have

$$
\begin{aligned}
\Psi_{p+1}^{\prime *}= & \left\{v_{11}^{2(p+1)} v_{21}^{2}\left(d_{11}^{2}+\cdots+d_{M 1}^{2}\right)\right. \\
& \left.+v_{11}^{2(p+1)} v_{21}^{2}\left\|\left(\begin{array}{c}
a_{12} \\
a_{22} \\
\vdots \\
a_{M 2}
\end{array}\right)\right\|^{2}\right\}^{z} \\
& v_{11}^{2 N-1+p(M+N-1)} v_{21}^{M+N-1} \mathrm{~d} d \mathrm{~d} v \mathrm{~d} a \mathrm{~d} b
\end{aligned}
$$

The case of $\mathbf{a}_{\mathbf{i} 1}+\mathbf{a}_{\mathbf{i} 2}=\mathbf{1}$. Since $a_{i 2}=(1-$ $\left.v_{11}^{2 p} v_{21}^{2} d_{i 1}\right) /\left(1-b_{21}\right)$, blowing up is finished.

Construct blowing up of $\Psi_{p+1}^{* *}$ along the submanifold $\left\{a_{12}=\cdots=a_{M 2}=d_{11}=\cdots=d_{M 1}=0\right\}$.

Let $d_{11}=u_{11}, d_{i 1}=u_{11} d_{i 1}$ for $i \geq 2$ and $a_{i 2}=$ $u_{11} a_{i 2}$ for $i \geq 1$ in $\Psi_{p+1}^{\prime *}$.

Then, we have

$$
\begin{aligned}
\Psi_{p+1}^{\prime \prime *}= & \left\{v_{11}^{2(p+1)} v_{21}^{2} u_{11}^{2}\left(1+d_{21}^{2}+\cdots+d_{M 1}^{2}\right)\right. \\
& \left.+v_{11}^{2(p+1)} v_{21}^{2} u_{11}^{2}\left\|\left(\begin{array}{c}
a_{12} \\
a_{22} \\
\vdots \\
a_{M 2}
\end{array}\right)\right\|^{2}\right\}^{z} \\
& v_{11}^{2 N-1+p(M+N-1)} v_{21}^{M+N-1} u_{11}^{2 M-1} \mathrm{~d} d \mathrm{~d} u \mathrm{~d} v \mathrm{~d} a \mathrm{~d} b
\end{aligned}
$$

We have poles $-\frac{2 N+p(M+N-1)}{2(p+1)},-\frac{M+N}{2}$ and $-M$.
(II') Let $d_{11}=u_{11}, b_{2 j}^{\prime}=u_{11} b_{2 j}^{\prime}$ for $j \geq 1$ and $d_{i 1}=$ $u_{11} d_{i 1}$ for $i \geq 2$ in $\Psi_{p+1}^{*}$.

Then we have

$$
\begin{aligned}
\Psi_{p+1}^{\prime *}= & \left\{v_{11}^{2(p+1)} u_{11}^{2}\left(1+d_{21}^{2}+\cdots+d_{M 1}^{2}\right)\right. \\
& \left.+v_{11}^{2(p+1)} u_{11}^{2}\left\|\left(\begin{array}{c}
a_{12} \\
a_{22} \\
\vdots \\
a_{M 2}
\end{array}\right)\left(B_{1}, \cdots, B_{N}\right)\right\|^{2}\right\}^{z} \\
& v_{11}^{2 N-1+p(M+N-1)} u_{11}^{M+N-1} \mathrm{~d} d \mathrm{~d} u \mathrm{~d} v \mathrm{~d} a \mathrm{~d} b
\end{aligned}
$$

where $B_{1}=b_{21}^{\prime}$ and $B_{j}=b_{2 j}^{\prime}, j \geq 2$.
We have poles $-\frac{2 N+p(M+N-1)}{2(p+1)}$ and $-\frac{M+N}{2}$.

From all the inductions, we have poles
$-\frac{2 N+(k-1)(M+N-1)}{2 k}$ for $k=1, \cdots, p+1$, $-\frac{M+N}{2}$ and $M$.

$$
\begin{aligned}
& \quad \text { If } N \geq M-1 \text { then } \frac{2 N+(k-1)(M+N-1)}{2 k} \geq \\
& \frac{2 N+k(M+N-1)}{2(k+1)} . \\
& \quad \text { If } N-\frac{p}{p+2} \geq M \text { then } \frac{2 N+p(M+N-1)}{2(p+1)} \geq M . \\
& \text { Therefore }
\end{aligned}
$$

(i) If $N \geq M+1$ then $\lambda=M$ and $\theta=1$.
(ii) If $N=M$ then $\lambda=\frac{2 N+p(M+N-1)}{2(p+1)}$ and $\theta=1$.
(iii) If $N=M-1$ then $\lambda=N$ and $\theta=2$.
(iv) If $N<M-1$ then $\lambda=N$ and $\theta=1$.

The case of $\mathbf{a}_{\mathbf{i} 1}+\mathbf{a}_{\mathbf{i} \mathbf{2}}=\mathbf{1} . M$ does not appear.
As space is limited, the proof of Main Theorem 2 is omitted here. We also use a blowing up process, but need more complicated method, since we have the constant terms such as $b_{3 j}^{*}$.

## 5 Conclusion

In this paper, we consider the asymptotic form of the generalization error in Bayesian estimation for the three layered learning models.

$$
\text { Let } p(y \mid x, w)=\frac{1}{(2 \pi)^{M / 2}} \exp \left(-\frac{1}{2}\|y-f(x, w)\|^{2}\right)
$$ where $f_{k}(x, w)=\sum_{i=1}^{2} a_{k i} \tanh \left(\sum_{j=1}^{N} b_{i j} x_{j}\right)$ for $1 \leq$ $k \leq M$. This model is the three layered neural network with $N$ input units, 2 hidden units and $M$ output units. If the true distribution is zero, the generalization errors $G(n)$ in (1) is given by Main Theorem 1 (a) with $p=2$. If it is trained for estimating the true distribution represented by the model with 1 hidden units, $G(n)$ is obtained by Main Theorem 2 (a).

The normal mixture model
$p(x \mid w)=\frac{1}{(2 \pi)^{N / 2}} \sum_{i=1}^{2} a_{1 i} \exp \left(-\frac{\sum_{j=1}^{N}\left(x_{j}-b_{i j}\right)^{2}}{2}\right)$, with $a_{11}+a_{12}=1$ has the generalization error $G(n)$ given by Main Theorem 2 (b) with $p=1$ and $M=1$, if a true distribution is $p\left(x \mid w^{*}\right)=\frac{1}{(2 \pi)^{N / 2}} \exp \left(-\frac{\sum_{j=1}^{N}\left(x_{j}-b_{j}^{*}\right)^{2}}{2}\right)$. If $p=1$ and $M=1$, Main Theorem 1 (b) corresponds to the case of the true distribution $p\left(x \mid w^{*}\right)=$ $\frac{1}{(2 \pi)^{N / 2}} \exp \left(-\frac{\sum_{j=1}^{N} x_{j}^{2}}{2}\right)$. It is easily checked that Main Theorem 1 (b) and Main Theorem 2 (b) are the same results if $p=1$, since their difference is only $\left(b_{j}^{*}\right) \neq 0$ or $\left(b_{j}^{*}\right)=0$.

The applications of our result are as follows. From these results, we can construct mathematical foundation for analyzing and developing the precision of the MCMC method [14], [15]. Also we would compare these values to such as the generalization error of localized Bayes estimation [16].

We could see that the blowing up method in algebraic geometry can be effectively used for solving the problems in the learning theory. Our future purpose is to improve our method for applying arbitrary $H$ and $H^{\prime}$.
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